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Executive Summary

This report presents an hilepth analysis of the latest evolution of the Identity Ecamysin the Big
Data context, focusing on the economic value of data and identity within the current digital
economy.

This study aims at understanding the philosophical, economic and cultural implications of machine
mediated identity systems, focusing om tlole of identity in the current economic system, and the

way individual and collective identity in the form of personal and social data is mined and analysed
through machine learning algorithms to predict future economic and societal trends, in this way
redefining financial evaluations. The aggregated data extracted from the analysis of the identity and
behavioural patterns of the user, is analysed in depth with the objective of nsadgmialue
extraction (e.g. for marketing, social control, and suraeitle). A broader investigation and the
understanding of the implication of such mechanisms are crucial for the understanding of future
knowledgebased economic models and for the design of alternative effective instruments of social
interaction.

This reseach offers an exhaustive multidisciplinary framework, tackling key conceptual issues on the
evolution of the concept of identity and its role in the current digital ecosystems. At the same time
however, it offers practical and regulative integrated exaspgé models of selfjovernance of
identity, in the context of the knowledgbased economynlthe current internet digital eosystem

we are observing a battleground between a small humber of closed, proprietary, and vertically
integrated platforms mainlyalsed in the US. Digital networks represent the space of widespread
social cooperation and new forms of democratic organisation and at the same time the new attempt
to capture the power of collective intelligence by a capitalism based on the biopolitazgtion of

the common. A few private actors manage the identity, the forms of communication and the social
relations of the connected multitude of users. This study investigates how to escape this and claim a
free collective production for a wealth thas iequally distributed (data commons and privaaare
identity infrastructures). The internet must remain a social grassroots space for collective
intelligence tothrive, and therefore must be r@ppropriated to build a newiikd of democracy, and

to organse a new common.

In order to emphase the benefit of these alternative models based on the commons it is necessary

to move from a transactional paradigm that sees personal data as a new Oasset classO to a relational
and ecological paradigm that consislesocial data asa common that @an valorie the social
cooperation of communities and fappropriate the collective value generated by citizens and invest

it for social good. This requires transforming personal data to social data with the appropriate open
technical standards for access control.

This study presents an initial review of the concept of iderdityngsidea concrete analysis of the
economic, policy, and technical alternatives to devedopidentity ecosystem and management of
data forthe commam good that respects citizensO rights, privacy and data protection. This research
also presents a map of the key playerstlire identity industry (such asath brokers and data
aggregators), including empirical case studies in key sedbosving how idetity is managed in
practice. The socieconomic analysis is tightly integrated with the reflections at a legal and technical
level. Technical solutions do not work by themselves, therefore legal and business sohutistise
based in technology and integed with the appropriate policy framework
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This research has a direct impact on the design and implementation of 46ENT platfom (WP5,

in particular D5.3, since it will give central importance to usersO ownership of data and to
communities ability toown, share, contribute to data and build large scale collaboration and
collective awareness, while at the same time keeping control over common resources to achieve
empowerment. DCENT will also experiment within the platform architectyrdevelopingnovel

ways to preserve trust, privacy and data ownership in big data environments.

The report will be organised in six sections. In the first, entitlech&Tidentity Ecosystem in the Big
data and mass surveillance paradigme will see that identity is a comgt collective issue that
includes questions of autonomy, freedom and surveillance that need to be fully dnalyde
understood.

In the second section we will go-thepth into the SocicEconomic Framework, and analyse Reality
vs Myth concerning the role afata in the Digital Economy

The third part will deal with an empirical analysis of the emergence ofdemiity market O where
personal data emerges as a valuable commodity, and where new actors sudatas©kers O
have a major role to play. Thigart takes a broader perspective on identity taking into account
externalities, social construction of value, etc.

The fourth part presents some specific empirical case studies in the field of consumer financial data,
sharing economy, digital identities inlgic service provision, political profiling and personal data
market in eeducation.

The fifth section provides a concise overview of the regulatory frameworks and standards existing in
Europe in the context of new technological development and the Eumodgigital Single Market
(e.g.EU Privacy and Data protection Directive;pEvacy Directive; Competition Law and other
relevant European regulations affecting Digital Idenjiti€he report focuses on some key issues
within EU Data Protection, such aBersonal Data, anonymity and pseudonymous datayaPByi
Policies, Data portabilitypata Protection by design andternational data flows.

The final section outlinegconomic, policy, and technical alternatives for identibgking into
pragmatic alternatas to preserve trust, privacy and data ownership in todayOs big data
environments. It looks into access to data, economic stra&e@i manage data as commons, consent
and licensing, tools to control data, and terms of services. It also looks into potatggies such as
privacy and data protection by design and trust and ethical frameworks. Fihalgesses technical
implementations looking adéntity and anonymity, cryptographic toplsecurity; decentralegion

and blockchains. It also analyghe future stepsneeded in orderto move into the suggested
technical strategies.

The development of detailed guidelines to be used BZENT collaborative platforms is out of the
scope of thisproject, however this work directly impastthe implementationof specific tools
developed by the project (in particular D5.4 and D5.6) following the W3C guidelines for the
management of personal data, data portability, identity management and security -GE&TD
publication for a general introduction to the topic:

).

Throughout this journey, in the six sections different crucial aspectatirgl to the forms of
regulation open to guarantee a new approach to the management of identity that is privacy aware
and distributed. This report will guide developers of collaborative democracy tools understand their
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position in the wider socieconomic system of personal information and digital identities. In
particular, this analysis offers the-CENT project possible models of democratic and distributed
management of data and common infrastructures that are at the base of the experience of shared
democacy in Spain, Iceland and Finland, with the aim of achieving middle antertong
sustainability. Specifically, this research into the market of identity formulates an opposing claim of
social data aa digital common good and the need for developing mudhd common infrastructures

of information and communication not based on the logic of the market and surveillance.

Obviously, the success of a new approach to manage identity and personal and social data as a
common good is a complex process that mustyron an integrated technical, legal, economic and
policy approach. In this context, it becomes more and more essential and urgent to define the terms
of an alternative model of producing, managing eggulating knowledge commons in collective
awarenesglatforms.
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1. Introductionfheidentityecosystenin
the bg data and mass surveillance
paradigm

1.1ldentity as a complex collective issue

@Dn the internet, nobody knows you are Thig is one of the most repeated memes onlirand

the one that kst grasps the problems and promises of digital identity. As we digitise many of our
social and economic activities into networked computer systems, simply transferring our basic ideas
of identity in the physical world does not work. There are many waysinaerstand what a digital
identity is.

Since the beginning of the development of iAtetworking protocols digital identities have been a
critical component for these systems to operate. The most basjital identityon the Internetare

the Internet Rotocol (IP) addresses that traditionally would uniquely identify a computer .ttt
technical aspects of online and digital identities have evolved into a huge and very complex field,
including authentication, and authorizatiomnvell beyond network engiering and technical
interoperability. There are many technical committees in international standards organisations such
as the World Wide Web Consortium working on identity issueis order to keep theinternet and

the web running. For an overview of thtechnical questions around identity please see th€ENT

paper on the State of the Art of identity systems, social networking and social data Stéwmes
update on the technical aspects of identity will be also ginesection 6 ofthis report.

Being ale to guarantee that a system is dealing with the right person behind the computer is a basic
requirement for different types of transactions: social, economic, and administrative. Hence
governments, banks, social media platforms and many specialist c@ttemhbuilding particular types

of digital services, from health to@mmmerce, have been driving the quest for secure identities. For
example, proponents and detractors of online voting for digital democracy elections have their own
set of issues and regeements in trying to tell a dog from a genuine voteThe developers and
citizens using the BECENT digital platforms will have to grapple with many of these issues as well.

At some level, the need tastablish a digital identity becomes a legal requireme nt, for
exampleon e-government platforms that allow you to apply for a driving license or passport; or
simply in online commerce. The elements of identity involved have been termed Otransactional
identitiesO, the information required to perform a certaiperation?

Here is one of the areas where discussions about identities diverge more sharply. On one side we
have the view that we must adapt traditional ideas of identity, such as the ID card and ID number, to
the digital age. This means that nationaveyoments should be the main providers of digital
identities.On the other side are the proponents of using multiple identity sources and other more
decentralised systems that do not rely on state assurance. These could provide a better balance
between pulicly controlled resources and personal data owned by citizens as commons.

For individual Internet users, the current idea of digital identity appears very differently, sometimes
simply as @he permanent collection of data about us that is availablenenkach time we post a
picture, a blog, a status or a tweet, we are adding to that digital ideBtifyhis description will
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instinctively appeal to most Internet users, particularly those who have only experienced the net
mainly through social media piatms. This capacitfor self-representation is what has made fluid
online identities a key aspect of the promises for freedom of expression brought by the Internet.

But there are growing concerns over what happens with that personal information andoteatjal

to cause harm. For example, it is now established that social media postings can affect employment
chances. There is also the widespread practice of Odoxxinggharing someone elseOs personal
information online in order to discredit them, normglunder the argument that the person is some
bigot or reactionary® - which raises huge ethical (and legal) issues.

In addition, the picture above is not complete, as there is much more data out there than what we
ourselves put out intentionally. While @ould be argued that ultimately everything about us online is
derived out of our behaviour e.g. our clickstream or detailed internet historynuch of it is derived
through complex analytics. The potential lack of control over that information is evene m
concerning on self, mind and society, moich sothat scholars are looking into ways to prevent us
from becoming slaves to Big D&a

There is a clear conundrum around digital identities in their potential for bisdedom and

control . These complex smal issues have developed into a huge field. There are now whole
academic programmes dedicated to digital identities, such as the Nottingham based Horizon centre,
with funding for 80 PhD candidates working on this topic. They are looking at themes sudalitak
identities centred on particular geographical places, personal movement profiles for more sustainable
buildingsanddigital identities of vulnerable people, such as adult socialeare.

In addition to those newer themes, there are some recurraliscussions around digital identities
that have been around since the birth of the web and constantly resurfdee.Anonymity and
Accountability debate pits concerns about the dangers of anonymity on one sfdem bullying

and trolling to crime and temwrism - and in the opposite camp those worried about the impact on
freedoms of the reaction towards real identities and calls to make anonynimtesnet usage
impossible.But internet securityexperts such as Bruce Schenieaution against presenting the
dichotomy in too simple terms where trust always requires a persistent identity and anonymity will
always lead to a social breakdown.

The debate rages orit seems that ashe number of internet users grow and interactive web and
social media platforms ailv for more participationwe seea corresponding growth in online abuse,

in many casethis isdirected at women or vulnerable groups. This is why juridical and legal scholars
together with technologists of the likes of TiBerners Lee are advocating fond need of a new
declaration of Internet Rights This new Magna Carta is now being shaped as a foundational
document that should includéhe protection of personal data and the right to the informational-self
determination. It should also include accessutrality, integrity and inviolability of IT systems and
domains, mass surveillance, development of digital identity, rights and guarantees of geople
internet platforms, anonymity and right to be forgotten, interoperability, right to knowledge and
eduation, and control oveinternet governance.

The security and anti -terrorism agenda is another major driver in this debate. The recent rise
in Islamic radical online activism of ISIS supporters have led to renewed calls, e.g. by David Cameron,
for the secuity services to be able to monitor personal information onlifie

The leaks by US security contractor Edward Snowden of unprecedented information about the
extent of online mass surveillance have sharpened attitudes to these issues, which are some of the
defining aspects of digital identitiés
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Finally, but not less importants the consideration thathe information we leave all around in the
physical and digital world is now being exploited througmeaw economic and technical

revolution 18 Since the finsdescriptions of the information societgfhe economic importance of

data in the digital economy has grown exponentially. Bigi¢atae Internet of Thingshusiness
intelligence, are all terms associated with the attempts to capture the wealth releasetieb
explosion of data generated by devices such as mobile phones or sensors, and by people using social
media and thevel?o.

But it is not simply a matter of sophisticated analytics building more complete personal profiles based
on our data, which is theraditional realm of privagyour personal information is now used to
generate insights and corresponding monetization of the life of the userabout a myriad other
things, ranging from improving internal business processes to finding the cure émr.céihe recent
breakthroughsin artificial intelligence by companies such as Google and Baidu hinge on machines
being able to learn by being fed masses of informétiomhich we provide when we use these
services and generate future economic predictiombjle being able tanonitor, inform and nudge
citizens in real time.

The issues of privacy and freedorttsat we introduced above also apply here, but in a more
complicatel way2. For example there are concerns about potential discrimination based on class
profiles that do not necessarily require a fully personal identification. Elements of our digital identity,
such as ethnicity, age, gender, social media profiléaternet history could be enough to make us
receive differential treatment as regards ouilay to get a mortgage, a private insurance, or to be
able to access public benefits.

There are also issues etonomic justice . Ordinary people provide the data that fuels this big data
economy, but it is uncleawhether the benefits are distributed fdy.23 Today a handful of nen
Europeaninternet giants control the entire digital infrastructure from data centres, to Cloud, to
social networking and App ecosystems. This raises some shadows about the positive and
emancipatory nature of thenternet, as tke quest for more data has generated unprecedented levels

of economic surveillance that have been defined by critiques as Osurveillance cagfitalismO

Almost everything we do on a computer is now expected to be recorded, analysed, and eventually
monetized.In this context there is a growing movement of people trying to reclaim the economic,
societal and ethical value generated by these processes for the public good. We discuss these issues
in more detail, throughout the text.

1.2 Identity, privacy andidanoe by business gonernments
1.2.1 Historical background

Concerns about surveillance and privacy started well before the existence of computers. Since the
introduction of the population census in the nineteenth centuygyvernments have continued

to amass and process unprecedented amounts of information , but not without some
reaction. For example, attempts to introduce a national population register in the UK after First
World War were resisted as OPrussianO in nature, although eventually the goitestmment would
achieve most of their aims through a combination of alternative schemes. Part of this process was
the attempt to give each individual a unique na&m&overnment information systems became
increasingly mechanised through the use of puralk bards and associated machines to control the
population and its identity. But another trend was the increasingly close collaboration between
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information technology companies and governments. The grimmest example of this systematisation
of information was the weklknown case ofBMOs collaboration with Nazi Germany , which

helped in the extermination of European Jews. Recent documents have shown that IBM went as far
as to create a Ocode for death by Gas ChamiserO

Since the 1950s there has been an expdiamgrowth in thecollection of data by businesses .

The increasingly competitive business environment has led to more aggressive marketing with a
focus on perfecting the understanding of customer needs. Putting the customer at the centre has
paradoxicallydriven the quest to know more about them througthe creation of large
databases?’. In the 1970s credit databases and geograplieaiographicsnodels paved the way

for the modern customer segmentation systems in use today, suéxperianOs Mosaicthat ams

to Otreat people like individuatdrhe growth of intenetworked computess since the 1980s has led

to the linking of personal databases intderconnected data systems. Since then there has been an
explosion in the generation and processing of datawe discussed in the previous section.

1.2.2 Implications of surveillance on privacy and data protection

US jurists Warren and Brandeis famously defined privacy as the Oright to be let aloneO and the basis
for all other freedomsn 18902° This sets thddea of privacy in some defined private spaeeg. the

home - that stands in contrast to the public space. Private space is where we are meant to be who
we really are, our true self, which is an extension of our mind. But as explained by Julie3Cohen
privacy is not there to protect a static self but the @oing development of our persona@®rivacy

shelters dynamic, emergent subjectivity from the efforts of commercial and government actors to
render individuals and communities fixed, transparent, andliptable. It protects the situated
practices of boundary management through which the capacity fedetfmination develops. 31

In this view, the surveillance by governments and companies that we described in the previous
section does not simply cause exjific harm, such as political reprisals or denial of credit, but
undermines the basic foundation of the autonomous self  that is required for all forms of
social interaction. The 1970s saw the first reactions to these growing asymmetries of information
andcorresponding power imbalances between governmemgcompanies on one side and citizens

on the other. The Ofair information practice principlesO (FIRB&h form the basis for all modern
privacy laws were first codified in 1973 in the 8Snd include (i) no secret record keeping
(transparency and opennesg)i) individual right to know what information is kept about him and
how it is used (participation)(iii) information obtained for one purpose cannot be used for other
purposes without consent (prpose limitation) (iv) ndividual right to correct or amend a recordv)
organisations must assure the reliability of the data for their intended use and prevent misuse
(integrity , quality)

These ideas were further developed in Germany into the conceptOinformational self -
determinationO , which has greatly influenceBuropean data protection laws , which we
discuss in section 2.1. In 1983 the German Federal Constitutional Court issued a seminal irubing
dispute about the censussetting out the famework for Ghe authority of the individual to decide
himself, on the basis of the idea of s#dftermination, when and within what limits based on the
principle of seldetermination to determine in what information about his private life should be
comnunicated to others and to what extens®

The internet has further complicated the idea of privacy as boundaries, but the fundamental aspects
of informational privacy remain valid. The spatial concept of privacy of the nineteenth century has
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developed intoa discussion not over access to a physical space, such as the honas, &cdntrol
over information and identity. And as we can see in the examples in the previous sett®on,
developments of informational privacy and surveillance are completely linked to
considerations of identity: unique names, ethnic classification, individual profiles, etc.

1.2.3 TodayOs ldentity marketplace: OSurveillance CapitalismO

The collection and analysis of huge amounts of personal information is critical for most digital
companies to establish a competitive advantage in the market. But even if the data is not strictly
necessary for current processes, most companies feel compelled to collect it. Startup companies will
harvest data on demands from venture capitalists, whilesaltants adge establised companies to
invest in data analytics tools for economic predictions and the corresponding data collection. This is
a cultural shift towardslata hoarding . The implications of this situation were discussed in-a D
CENT workshop which we summarise in the rest of this section, and in more detail in the
workshop proceedings published as part of ttesearch?.

The huge financial and technical resources needed for managing such massive amount of information,
together with complex etwork effects lead to the formation of global digital oligopolies. For many
people theinternet in practice is reduced to a few platforms they use most of the time: Google,
Facebook, Amazon, etc. Bhnew wave of technology companies from Silicon VaNeih their

mottos of not doing evil and the influences of 1960s West Coast alternative culture, appeared to be
completely different from the previous incumbents, e.g. IBM and telecoms giants such as ATT. But
there is a growing understanding that comparsash as Google represent a new form of capitalism

that may have improved competitiveness, efficiency, and access to knowledge in certain areas, but is
not without problems. In addition to the conflicts with many sectors, such as the creative industries,
ard traditional publishinghe digital giants are now entering many new markets (energy, education,
automotive, health), and engaging on a new form of Oenclosure that captures the collective
intelligence of internet users as they engage in widespread smmgleration and new forms of
democratic organisatiof®very activity connected to devic#isat arelinked to the digital platforms
become incorporated in the production process and continuously tracked, measured and lastly
monetised mainly through adveiging. This new economic model has been defined as Osurveillance
capitaD, which according to Zubofiichallenges democratic norms and departs in key ways from the
centurieslong evolution of market capitaligg® This describeshe latest accumulation lagin the
networked sphere, based on intense data extraction, data analysis, continuous monitoring, prediction
and the related commodification. The hypothesis is that big data represents the foundation of a new
logic of accumulation that can be describedsasreillance capitalism. O (

The open and transparerinternet of today is thus growing into a market of citizensO data, (an
identity marketplace ). Behind the big digital brands there are hundreds ledser known
companies building all sort of analytitsading personalised ads in real time and providitiger
ancillary services, mainly related to marketing and advertisirykdding techniques become
indistinguishable from surveillance techniques, as their goal is the profiling and targeting ofgropulati
and the efficient manipulation of consumer demaattempting to monitor, capture and control the
subjectivity of the potential target of their consumer productSomprehensive surveillance
(political and economic) is the way digital systems operate by default .
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1.2.4 Government Surveillandbe®dowdenffair

Governments have also increased the intensityhair surveillance to an unprecedented level. The
amounts of information held on citizens continues to grow, and despite the massive amoulats of

held by private companies, states still maintain the largest databases of personal information. Much of
that data is related to delivering the modern governméisre functions: taxationregulationand
services. But governments are also engaging tompletely unprecedented mass surveillance of
internet communicationgelated to the stateOs core functions: the defence of the realm and the
control of its population The documents leaked by US whistleblower Edward Snowden on the
extent of surveillane by the US National Security Agency and its global network of parthers
completely changed how informed people see the interdss surveillance has huge implications

for digital identities, citizenship and personal autonomy.

Now we know that many geernments, such athose inthe US and the UK, routinely tap many of

the fibre optic cables that compose the backbone of the Internet and collect all the data that passes
through these: emails, websites visited and also phone calls as these are routedhthhe same
cables. This data is analysed to look for potentially useful information related to criminals and
terrorists, but also politiciansbusinessesand human rights organisations such as Amnesty
International”. Information on everyone else is als@rocessed to discover patterns or other
suspicious indicators that can generate new targets. The cable tap infrastructure is used for hacking
into thousands of computers and defending from cyatacks. This mass surveillance and
militarisation of cybensace, which is perceived as primarily a civilian space by ofidtst users has
caused widespread consternation, including among technology companies. But the surveillance by the
NSA and its growing global coalition of surveillance partreasd almost ertainly also China and
Russia on the other sideis generally enabled by the data proliferation we described in the previous
sections. For a start almost afiternet communications are accessed in deals with compawiés,
varying degrees of compulsiancludinghe ones that operate the cables themselves.

This symbiosis of corporate systems and government surveillance forms the basis of the
infamous PRISM programme, where the NSA and FBI have direct access to data from some of the
major tech compani& Google, Apple, Facebook, etc. But even when companies dooférate
directly, spy agencies can harvest the data we are forced to generate. For example, the NSA has
been capturing information transmitted by mobile phone apps, including the advertiaikgting
profiles used to serve personalised adverts. Some of these profiles include Oethnicity, marital status
and sexual orientatiors®

1.3 Challenges of new technology: Secrecy, Openn
and privacy dilemmas

The current revolution in the creation andse of data has many angles and it would be impossible to
cover every singl®ene of them We will give a basic overview of some of the main aspects of the
current digital environment and how they put extra pressure on digital identities.

Big data is the efining buzzword of the times. There is no complete agreement on what constitutes
big data but many people use the mnemonic descriptors of the Threeélfscity, volume and

variety . By handling vasimounts of data we can generate completely new insitjii$ cannot be
achieved using samples and extrapolation. In their-beking book on big data Cukier and Mayer
Sch8nberge® explain how big data has generated an epistemological change where knowing why has
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given way to discovering apparent correlatioasd connections among things without necessarily
worrying about exactitude and causality. This shift in data practices has raised humerous concerns. A
good summary is provided in the US White House report on big #haféhe report celebrates the
positive apect of big data in improving health, industrial processes and government efficiencies. But
it also acknowledgethe potential for discrimination, privacy intrusion and a negative unbalance of
power between citizens and institutions. One big challengeigofihta is that data that was collected

for one purpose can end up sliced and diced for use in completely different contexts for other
purposes. As we saw in section 1.2.2, this is in complete conflict with established ideas of privacy
protection. This meas that those who provide the data cannot foresee the consequences. Such lack
of transparency makes any ideas of informed consent moot.

Data science - another popular buzzword relies heavily on statistics and other disciplines to
generate useful knowlgg out of big data. Data science focuses on discovery and extraction of
actionable knowledge from the ddtaand as we saw above explanation and causality are less
important than decisions and predictions. One key component of the new data revolutioreis th
developments irdata mining . This is the name for a variety ¢édchniques to analyse data to

look for patterns, clustering, or possible classifications . There is also a strong focus on
graphs, visualisation and network anal§&si&nother important develpment at the heart of data
science ismachine learning . With its links to artificial intelligence, machine learning develops
algorithms that enable computers to train themselvesptedict, optimise and classify 43 data.
These sophisticated processesopriseto bring immense benefits to humanity but have also raised
concerns about potential discrimination and the ethics of predicting behaviour, which we discuss in
section 1.5.Another welltknown aspect of big data is that it can make it possible tademntify
supposedly anonymised data

Much of big data is composed of lots of small data generated by individuals, as digital technology
becomes ubiquitous and spreads into every aspect of our lives, with all new technological equipment
fitted with sensors that costantly generate data feeds. The most important development in
computing in this century has probably bettre smartphone : a powerful and always connected
computer full of sensors that we carry with us everywhere. Smartphones are an extension of our
cogniive self, allowing us to avoid remembering birthdays, numbers and navigation routes. The
concentration of personal information is such a small device allows anyone able to tap into it,
whether commercial companies or security services, to gain an intirpatire of our lives.
Smartphones also collect and potentially transmit our physical location, vadid$ a newdimension

to any other data collected.

The next wave of technological development promises to connect toithernet most electronic

gear inorder to exchange all forms of data with users, manufactures and third pafesinternet

of Things very soon will have access to a wealth of data from cars and home appliances such as
thermostats and fridges. A particularly concerning development és émergence of wearable
technologies and health sensors which can track not just minute movements but also a broad range
of physiological information. The Article 29 Working Pafthas raised concerns about potential
inferences derived from such da@pparently insignificant data originally collected through a device
(e.g. the accelerometer and the gyroscope of a smartphone) can then be used to infer other
information with a totally different meaning (e.g. the individualOs driving habits). This yossibilit
derive inferences from such OrawO information must be combined with the classical risks analysed in
relation to sensor fusion, a phenomenon which is vkelbwn in computer scienc@s In addition to

the above privacy issues there are considerationsvtw is the primary beneficiary of these sensorsO
data, the user of the device or the companies that can analyse the data.
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The back end side of all those devices connected to ititernet is the massive growth alata
centres, as computing operations arestlibuted from the relatively low powered end points of the
internet to distributed groups of machines sitting in massive refrigerated warehouses. Web
technologies that started as a simple way to combine information from different sources into a single
webpage have evolved into sophisticated tools that enable this shift towards distributed computing.
These technologies have also triggered a revolution in the accessibility of information under the
banner ofopen data, which is based on the premise that infoation should be made available
online in machingeadable form and without restrictive licenc&sWhat started as a niche
movement of web scientists, access to knowledge and freedom of information activists has now
become a major phenomenon involving tisands of people and organisations including the World
Bank47 In 2013 the G8 published @pen Data Charter , asking for data to be Oopen by defatftO.

While most government and companies are still far from following this call, every day there is a lot
more information accessible online, from public records to financial information. There are
indisputable benefits in opening a lot of data, particularly when it provides unique references
required for other services, as is the case with maps or public seatdorination. Making
information publicly available to everyone is one way to avoid creating any large data monopolies.
But there are concerns when these principles are extended to personal information, even if this
could bring certain benefits, as is theseawith health. The US Federal Trade Commission published
a scathing report on organisations that gather any available information to produce commercial
profiles on citizens, seoalled data broker& We discuss data brokers in detail in section 3he
avalability of data sources alsmntributes to make itincreasingly difficult to anonymise data

as the possibilities for triangulation or so called Omosaideastificatior® grow. In addition the
availability of public data adds to-goning concerns abolitlentity theft and other forms of criminal
exploitation.

1.4Liquidsurveillance

The distributed nature of modern digital surveillance has shifted away from the concept of a
monolithic surveillance system controlled by a centre, the classic panoptictereiny Bentham that
formed the model for much modern surveillance. Haggerty and Ericson introduced instead the idea
of the Osurveillance assemblageO. This new composite system ope@tiestiacting human bodies

from their territorial settings, and sepating them into a series of discrete flows. These flows are
then reassembled in different locations as discrete and virtual Odata dégbfggunt Baumann

and David Lyon call this new state of affaltiguid Surveillance 5! and add the important
observaion of the complete separation of morality from the design and operation of these systems,

or adiaphorisatiohis new surveillance regime can be examined in operation in the use of security
profiling to control air travel, borders and detention orderas documented by Louise Amoo¥e.

She found that closed watch lists do exist, but increasingly these systems are based on data mining
techniques that have been developed in commercial applications, such as at casinos and in fraud
detection. Computers perfan complex reatime risk assessments of all airline passengers, where
those with a substantial risk score are flagged when they cross the border.

This score is not fixed but will be constantly recalculated. Buying a ticket in cash, or having taken a

previous trip to a troublesome country, when combined with other factors could trigger an alert.

Each individual element of a security risk alert may be completely landithnocent behaviour. This

has been evidenced in security deportation orders. In the dgoof a defence lawyer at one such

case at the Special Immigration Appeals Commis<idgither we nor our clients were given the
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'ingredients’ of the mosai® we were only given conclusions, expressed in the form 'we assess that
X has been involved in attk plannin@ This is the way it operates, piecing together fragments which

in themselves are innoceni3’he sophisticated mass surveillance programs of the NSA and GCHQ
treat allinternet users like international air travellers. But as we saw aboveadbleniques were first
developed by the commercial sector and they rely on access to the masses of personal information
held by private companies.

The distributed nature of digital identity has some important consequences for how we
understand the governae of data systems. Our data trail is completely mixed up with other
peopleOs data, our friends but also people who share the same classification categories. Our identity
is not simply about ourselves as individuals. This view of identity as a sociadiyucted and
disembodied composite instead of a whole tied to the person is not new. For example,
anthropologists have long understood people primarily as social beings distributed across a web of
practical relationships, such as labour and gift exchargesembodied in material objects full of
social meaning, e.g. a warriorOs weapofisese insights are being carried out into the digital world

by researchers and academics, yet they are slow to permeate into the regulatory realm of privacy
and identity which remains mainly focused on individual persons. But the latest wave of technological
developments we discuss in the next section have brought renewed calls by people such as Antonio
Casilli totreat privacy as a social issue, not just an individual rig  ht .55

Breakingup identitiesinto disparate data spread on distributed databases can lead to alienation and
loss of control over information, but it is also seen by some as potentially liberating. This fragmented
aspect of digital identities, called OurdlingO, has been discussed for a long time as presenting an
opportunity for people to control the information attributes they release in different contésts.
Attempts to control those distributed datasets that make the compositedata doubles has been

the main focus of the battles over identity. For example, the camaigope vs Facebook 57 aims

to make the social network more accountable. But the information Facebook holds on us is put to
use by other companies, mainly to sell us advert and servicesjnomtasingly as part of job
screenings and other more serious profiling. There have been some attempts to control the direct
effects of the uses of these data analytics. For example privacy organisation EPIC has a campaign
calling forAlgorithmic Transpar encys58, But the battle over the assembly of identity components,
the analysis and creation of meaning that takes place in the background is still in its infancy.

1.5 Freedom, automatiormbByodithmic regulation

As discussed in the previous sections tlwent of big data and data mining raise some new issues.
Computer algorithms play an increasingly important role in our daily life. They filter our
communications with family and friends, determine what properties we see in online searches for
housing, g us driving directions, and increasingly determine critical decisions about our
employment, education, health and financial wellbeing. But most people do not understand how they
work and how they influence their liveblany of these algorithms are so colep that they cannot
be interpreted simply by reading them, and not even the author can fully predict what results an
algorithm will produce without experimenting with some dafart of the allure of computer
decisions is that they are supposed to be irdrly fair and free of human bias, but this is now being
decried by a growing number of critical computer experts such as Moritz Hardt: Oa learning
algorithm is designed to pick up statistical patterns in training data. If the training data reflecigexisti
social biases against a minority, the algorithm is likely to incorporate these biastad goes on
to explain that even if the data is not bias#tkn minorities will always get different results. If
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nothing else because there is less data avaikaibeit minorities, so Oour models about minorities
generally tend to be worse than those about the general populatioi®explained by Barocas and
Selbst, it can be hard to identify these biases and explain them to a court hdigerimination
cases$! In addition, they believe thadata mining could also support intentional discrimination by
masking intentional exploitation, for example through Opurposefully bias in the collection of data to
ensure that mining suggests rules that are less favourablestolrars of protected classe&.

As discussed in section 1.3 one of the main concerns with big data is its alleged capacity to predict
human behaviour. But hundreds of years of debates over free will, predestination and the
predictability of humans have negettled this issue. In addition to the ethics of taking peenptive

action there are someroblems of implementatianAs we explained in the previous sections big

data is concerned with messy general connediorot with the detail of individual casésin any

case these concerns are not theoretichere is a drive to movdrom a criminaljusticesystem that
struggles with overcrowdegrisonsto a system that seeks to use historical data and algorithms to
prevent crime from happening altogether, thusning citizes into potential suspeatto fight crimes

before they happen. This is the hope behind Opredictive poliBiagéchnique that is already widely
adopted in America and is spreading across Europe asM@MN.Zealand security firm Wynyard has
developed OpredictiveO software that allegedly can suggest when serious criminals will strike again.
UK police forces are considering its implementation, according to the Sunday Times new&paper.
This technology is used by the police and government agericigdew Zealand and works by
analysing emails, text messages and social media files to alert of abnormal behaviour. Predicting
behaviour is also an important issue in political processes. Political parties increasingly use
sophisticated methods to predictho their voters are in order to focus their efforts on those more
susceptible. The centrality of data in these processes has led to the modern politicaltpdrey
describedas a databageé.

Once we believe that wecan predict behaviour the obvious nextegt is to try and change it. The
combination of data science and behavioural psychology is a growirt§ igidhe main driver of
data driven behavioural modificaticappears to come from within ourselve§he availability of
sensors now enables large nuemb of people to engage in constant se#fcking to monitor their
habits and health. This behaviour has been promoted by smartphone manufactures and normalised in
relation to physicalactivity - e.g. counting daily stepsor tracking sports performancéelhere is an
organised vocal movement of people around the banner ofgbhantified self , a movement that
promises Oself knowledge through numb&s@hilst apparently harmless, these behaviours have
raised concerns about the normalisation of smlfveillaace. The argumenput forward by critics
such asEvgeny Morozov is that people who monitor and hare their personal behaviour and
conditions make it harder to preserve the privacy of those who donOt want to followe suyit
delegitimising these positions.

In addition Barocas and Niseembaum explain that if enough peapted certain category or group
disclose their information, big data systems may be able to generate insights about the whole group,
including those who didnOt provide their data. They hawgeriteed this as thalictatorship of the
minorit$®. Mostpeople engaged in self tracking put their data in commercial platfanthave little

control over what happens with that dat&&ome @antified selenthusiasts try to find ways to
download their déa form the platforms to carry out their own analyti€& Companies such as Fitbit

are already working with employers in the US to assess employeesO health with a view to lower the
insurance premiums companies have to pay for their workf@gtcgelftrackingis part of a wider

trend towards what law professor Frank Pasquale @tlse algorithmic self O, where we engage in
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strategic selpromotion to game the algorithms, but without a full understanding of the rules if the
game’2

Morozov and other authorsare developing also a more political critique to algorithmic governance,
stating that the Silicon Valley ideology of Otechnological solutioridrtiat embraces of the
outsourcing of problersolving to technologists is very much in line with the neoliberajgub The
growing appeal oflata-intensive techniques allows policymakers to pretend that problems are
being solvedFurthermore, instead of tackling the actual structural causes behind problems like
unemployment, inequality, or poor health, governmentsfer to remind citizens that most of these
problems are the result of their own irrationality and undisciplined behaviour.

There's a growing interest in using raahe surveillance to shift governments to a peenptive

mode of governanc® what Tim O'Rdlly refers to as @lgorithmic regulation O.This could be
observed in various aspects of daily life, as well as in practices of government where increasingly the
emphasis is on aiming to anticipate events in order to either prevent them from occurririgdeed

try to encourage specific events to occur or specific collective behavidus involvesthe pre-

emptive forms of interventiorwe discussed aboyewhether this is in the forms of anticipating
consumer behaviour (information consumerism), risk wgsial or predictive policingyhich would

allow to avoid problems before they happen. Thus, for example, we would witness a shift from
OhealthcareO to OhealthO, so rather than heal us when we become sick, health services are likely to
give us "healthy ling" advices, together with practices of audit, inspection, and review to enhance
accountability and value for money across a variety of public services. These programmes inspired by
the work of Thaler and Sustathare nudging techniques that encourage ttitzens to be self
fulfilling and selfleveloping as if it were a social obligati@ne critique of these programs is that

there is a withdrawal of the state and public institutions from fields which under the old welfare
model were collective, rather #n individual responsibilities. The problem with Oalgorithmic
regulationO is that in eliminating spaces for friction and conflict, it also risks to block the numerous
channels from civil disobedience to less obvious kinds of ref#trough which the gstem that

we are seeking to optirsé could be reoriented towards different valués
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2 .SocieEconomic Framework: Reality vs Myth
the Digital Economy

2.1.Setting the context

Since the end of the 20th century, the continuipgliferation of information and communication
technologies and their progressi incorporation into globally networked socitechnical
infrastructureshas ledto the emergence of the so callatigital economyccording to a document
released by theDrganization for Economieo@@ation and Developmd@ECD) in 2012, the digital
economy presents Oan umbrella term used to describe markets that focus on digital technologies.
These typically involve the trade of information goods or services through electronic commerce.
[The digitaleconomy] operates on a layered basis, with separate segments or data transportation
and applications’©According to the OECD report, Othe digital sector has been a key driver of
economic growth in recent yearsO This finding coincides with a report the ddinsey Global
Institute released in 2011, which found that timternet (economy) had contributed to about 021%

of GDP growth in the last five years within mature countriesO and had been able to create 2.1 jobs
for each one that has bedast.’8

When looking at the worldOs most successful companies, the importance of the digital sector within
the current global economy becomes undeniable. Accordingddunegompanies liképple Google,
Amazonand Microsoftare among the 500 most important firms world¥@’® Moreover, the
consultancyPrice Waterhouse Coopptaced Apple as the first company in terms of market
capitalsation between 2009 and 2015, witBoogleranking secondMicrosoftfifth and Facebook
seventeentbp. Consequently, the growing importancd the digital economy has contributed to a

new mode of economic development that is differentiated from the economic paradigm of the
Industrial Age. In contrast to industrialism which is Ooriented toward economic growth, that is
toward maximsing output, hformationalisrfi is oriented towards technological development, that is,
toward the accumulation of knowledge and towards higher levels of complexity in information
processing€. As the digital economy takes place online and operates within a networkob&ly
interconnected information and communication technologies, Othe level of connectivity between
actors and ideas is increasing dramaticgfiy. What is really new in [this] new economy is the
proliferation of the use of the Internet, a new level afarm of connectivity among multiple
heterogeneous ideas and actors, giving rise to a vast new range of combin&tiddigital markets

are enabled by new information technologies and applications; at the same time, the products they
generate are themselgeoften new technological products, applications or software. Therefore,
Odigital markets are characterised by high rates of investment and innovation, which lead to rapid
technological progress in the secto$®.

This digital economy has led to the traoshation of many economical niches and the emergence of
new business models based on ICT applications and big data. Often, these new models are a
response to changes in consumer behaviour, enabled byinteenet and other communication
technologies. Fomistance, when it comes to-eommerce, new business models/bdo be explored

and conceptuaded; in contrast to traditional commerce,-@mmerce Operates under totally
different principles and work rules in the digital economy. A general rulécionemeice isthat there

is no simple prescription and almost no such thing as an established business or revenue model for
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companies even within the same indust#y Kdoreover, digitaation has for example significantly
altered the music and film industry throughe emergence of services and applications like those
provided byiTunes, Netflix and Spotify. These businesses models do not delivaditionald
material products like CDs, VCRs and DVDs, but operate on a business model that works through
monthly subsriptions and individual streams of virtual content. Within the digital economy,
businesses can create economic surplus through a variety of different business models, offering
different kinds of products and services such as network infrastructures, enaleVices, cloud
storage (i.eg. Google, Amazon, Dropbox), and online services. They can employ information
encoded within digital datBas a resource to increase the added value of their operations, through
for example data analytics and comprehensieek®t analysis, profiling and targeted advertising.

Another big part of the digital sector is the provision of theaterial ICT infrastructure , which

allows the transmission, storing and processing of the physical signals of digital data streams within
the global network. Infrastructural components include undersea cable networks, Internet Exchange
Points, (cloud) servers, data storage facilities, etc. At the moment, companies and Tier 1 Internet
Service Providers (ISPs) like AT&T, Verizon, KPN, Britidbcian and othergé but also Google and
Amazon, are making great profits by providing data infrastructures as webves the top
applications and services .

The app market is another market nichehat is exclusive to the digital economy, as it delivers
(often) unifunctional, integratable software products for information technologies. These software
products can then be downloaded to mobile phones and tablet devices, where they provide a great
range of useful services for our technologically mediated elagryinteractions, such as instant
messaging, picture editing, navigating and booking accommodation. The app market is hence closely
related to another business model the digital econoniy@®met environment enables: the model of
cybermediarieghich do rot themselves sell products, but provide services and digital platforms for
connecting customers and suppliers, demand and supply, and offer services that base on networking
and connecting people and technologies, enabling them to communicate and ex@hange.

Finally,Digital Platforms like the transportation network company Uber, the lodging site Airbnb

and the online market place Ebase built on a similar business model. What is interesting to note is
that their business model does not require any maikessets or capital in the sense of ownership:
Uber does not own any cars, Ebay does not own any (material) goods, and Airbnb does not own any
apartments. The economic model of these businesses is based on the idea that information
technologies can be ertgyed more efficiently and on a much bigger scale to connect people and
bring together those who have an interest in exchanging goods and services. They do not themselves
create any new products, but believe that the products alecadythere and only neé to be
connectetb those who are in demand of them.

While this categorisation is not exhaustive, it points to the new niches that are shaping the digital
economy, its services and business models.

2.2Data asheoil of the 21st century

In this world where new practices and rewired models coexist, it is also common for companies to
have dual business models. Companies NkerosoftAmazorand Apple for instance, provide both
material products and proprietary information technology and online senticesers; at the same

time, they collect comprehensive data on the way people use these services and hence extensively
engage in thebig data economy discussed further below. Thitaracterisesthe two -sided
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character of many digital markets 88 on the onehand they provide services and products to
customers onlineand on the other hand they harvest data from their customersO use of these
products and services, which they can then in turn sell to online advertisers.

Scholars have investigatéadustry plat forms as technological building blocks (that can be
technologies, products, or services) that act as a foundation on top of which an array of firms,
organsged in a set of interdependertompaniesievelop a set of interelated products, technologies

and sevices8® There is a relevant economic and innovation research streammuaiiti -sided
platforms 2 that is veryusefulto explain the rise and proliferation afigitalplatforms, in which user
mobilisation is a priority to maximise their profits based on theitation of the network effect
created by the huge user base and the production and sharing of social data. For instaretmok
encourages a critical mass of adoption, while monetising the installed base through advertising. The
secret for profitabiity and growth isthusto activate the Facebook Osocial graphO by keeping linkages
among members active and facilitating and imposing engagement and interaction on the platform. In
addition,Facebookas designed a marketplace for ecosystem innovationdbaseapplications built

by a community of 600.000 developers. Many applications and widgets buitdeoRacebook
platform are inherently social in nature, because they lead to building, activating and refreshing the
social graph, by enhancingtwork effe cts and attracting new members to the platfoithin the

digital economy, a significant factor for the success of online service providers, cybermediaries and
new social media and exchange platformspiiscisely thisnetwork effe€t The network effect
descibes a dynamic in which the value of an online service or platform increases with the number of
its users, who consequently attract new users, and hence exponentially increase the market success
of the service or platform. The network effect can be adwehdy several factors. Social media
platforms for example become more attractive to use for peoipléhey already have a large number

of users,as their purpose is to connect people and let them interact and communicate. Another
major contributor are onlie rating systems which give users of a service the possibiligikeQ

rate or recommend a service; other people in turn rely heavily on such rating systems and
consequently will be inclined to use services with a high number of (positive) evaludiiengreat
importancethat rating and recommendation systems have in the digital economy has itself led

to the emergence of a new online business model, commonly knowwlak @arms O. Click farms
generate fakesocial mediaaccounts which can then sell lome Oikes) QlicksDand GollowersOper
thousands to the best biddé€e. As some platforms likeFacebook and Twitter can easily detect
computergenerated algorithms and consequently delete the fake accounts, click farms employ
human workerswith wages asow as 120 dollars per year, most tifem based in Asié

As data storage capacities increase together with the number of eirliegrated everyday services
and their users, data volumes rise exponentially. And the amount of digital data sets can kteaxpec
to continueto grow in the future and to incorporate ever more types of informatjoaready in
2011 it was estimated that the world wide data volume doubles every two y&drsoking at the
estimated sizes of the data held by majjoternet players ca help us to recogise the extent of the
data sets they have at their dispos@ooglénas about 1015.000 petabytes (pb) of storedate®.
According to Sullivan (201%) Googldas seen 3rillion URLs, crawls over 20illion of those a day,
and answers @0 billion search queries a montkRacebookasabout 300 pk8 andEbayabout 90 pls.

To make the numbers more imaginable, 1 petabyte equals 2000000000000000 bybebi#a)d

Revenue models, however, are not yet establisifedervice that is offered fofree at the beginning

as a way to get attention and market share can seriously jeopardize its success when changing its
business model later on; trying to avoid this problefacebookromises in its homepagdtOs free

and always will hedfering most @ their services to end users free of charg@ompanies lik&Soogle
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AmazonFacebogland many otheinternet companies and service providers base a big part of their
business model on gathering and masing the utility of the personal data they colleoh their
customers. As a resulta significant part of their stock value is based on the expectation

that their data gathering abilities will translate into monetary value in the near future.

2.2.1. Addicted to data

The increased value of data encourag#ligitalsedO and Qlatafie® payments through -services
mobile phone payments systems and contactless credit céodsnstance.This will become more
pervasive with the rise of the Internet of Things, where objects will have IP addresses and tloé flow
data and identity attributes will be widespread across peopleOs daily actWitids. physical
currency is not traceable, virtual and digital money, credit cards, and cellphone payments can keep
track of numerous metadata linked to the buyevghen paying through these means, consumers do
not only transfer money, they also provide added value for the companies with their data. When it
comes to digital payments and other services where authentication and information security provide
a crucial aspect,-ilentification or elIDemerge as key issues in order to avadkntity theft and
fraud. This businessvhichis concerned with online or electronically verifiable identignstitutesa
different kind ofldentity Marke° geared towardshe conversion ofpersonal identity data to the
access of services, online and offline. A great part of this identity market is concerned wiflraadti

and identity management services. According to a European Union report, a functieiagtity
system is important fothe security of many (online) services and to ensure access to public and
private services, through for exampletiekets. Consequently, the referenced report goes as far as
stating that actually, personal identity dais Obecoming an enabler of the tibieconomyO.
However, they acknowledge Othere is a vkelbwn tension between the collection of personal
identity data in busineg®-consumer transactions and the respect for users' privagy.O

Hence,we are seeing aimcreasing mediation of everyday iaittes byinternet-related applications

and technologies within the Digital Econonayd the Internet of Things paradigmhé& great
potential for networking and connecting different individseadi digital data setthat this offershas

led to a downrightexplosion of data volumes as well as data storage and processing
capacities, as for example mangireelyOdownloadable phone apps already do,. This development in
turn invites the harvesting of comprehensive and exhaustive informatiofintemnet users and
promotes the total transparency of individualsO lives. The creation of vast amounts of digital data
boosts the value of data turning daily activities into a stream of bits that feedhantified se@®
tracking who we are, what we say, where we go antatvmakes us who we are. Within the digital
economy, the quantified selves appear as data doubles, digital data sets that incorporate the digital
tracesof all internetrelated activities. In this context, Ometadata appears to have become a regular
currengy for citizens to pay for their communication services and secuityO

Identification and the correlation of online data to individuals also epgntotally new possibilities

for market research, business intelligence and targeted advertising, whicfoigriahing business
(see section 3). However, theatixdriven economy is still more of a promise than a reality.
According to a survey conducted by the International Institute for Analigicim 2014, while
companies recogse the important role of infornational inputs, advanced analytics (tBxtensive

use of data, statistical and quantitative analysis, explanatory and predictive models, -badddct
management to drive decisions and add v@lue still a challenge for them. 71% of companies
surveyedindicated their company is actively using, or has ftean plans to use, even the simplest
forms of analytics in everyday decisimaking, but only 1 in 5 companies using advanced analytics
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reports actually use high volume or high velocity data. Mosidiseem to have their hands full with
their own internal, OsmallO data. Nonethelesshat year two thirds of micdmarket orgarsations
invested over 100,000 dollars on analytics prograthis, is greatesin the financial services sector
where the techmwlogies are more mature, and 98% percent of the companies gadveonsider
analytics of strategic importance to their orgsation. Only onethird, however, expected to gain a
competitive advantage in the future due to successful data mining.

In this conext, the notion thatOf an online service itOs freeE youOre the product being
soldOhas also been gaining momentum, and concern over peopleOs privacy and control of how their
data is used is a matter of growing concéthSuch a tradeff could possibly begreed tobe a

mutual advantage, as customers can use ser@oedreeOand receive targeted advertisements that

suit their needs and desires, while companies can learn about market characteristics, user demands
and customer profiles while advertiserscrease their advertising success. However, on a fair market
basis this is only fully justifiable if awareness of the exchange of data for services is guaranteed and
the relationship between customers and companies works as a consented trade agreemedt. Bas
on these principles, companies likatacoup whohave decided to directly buy users® data against
money instead of services, acknowledging the economic potential of data as goods otcagsads.

though exact numbers are difficult to determine, targetdlvertising has proven to increase sales
conversion, which describes the relationship between advertising and productealbg. business
strategy of such companies relies on Oindividually catered advertisements based upon the content of
the website, loation of the user, browsing history, demographics, the user profile, or any other
available informatiort® The presupposition otargeted advertising is that Ousing information
about online behaviour, including sites visited and interest in particulars tygfe content,
behavioural targeting seeks to serve advertisements that particular groups of consumers are
more likely to find interesting. If advertising better matches consumer interests, consumers are more
likely to respond to the message, and advertisarill be willing to pay more for ads delivered to

such an audiencé®The economic promise of the potential of data collection and the creation of
vast consumer databases leads businesses and companies, as well as otlszatizganto create,
acquire @ access sophisticated systems to gather and dyseamhata flows which turn into vast
information reserves concerning millions of individuals.

At the same timewhen they provide a valuable source for understanding consumer behaviour and
global marketscan successfully perform targeted advertising, the databases which the digital
economy, and more generally our increasing uséntdrnet-related technologies in all situations of
life, offels great potential for population surveillance and control. The eitpton of commercial
databases collected by participants of the digital economy by governmental surveillance agencies
builds the surveillance -industrial complex .10 The incentive for governments, companies and
individuals to have access to more and moreotinfation about their environment transforms
personal data into a desired new resource and an economic pronaisénew oilO of the 21st
Century. In contrast to natural resources however, the global network presents a virtual and infinite
source of informatn and contents. Consequently, scarcity of resouré&®sn which traditional
economies and business models Blis replaced with ovesupply whichhas been defined by Rifkin

the Gero marginal cost society Q10 This problem generates what has been referrad
Gattention economics OB given a situation of information overload, attention is a scarce resource
and actors have to compete for it!

In this advertisinduelled business environment, where attention is a scarce resource and paying
services find a wdd of apparent Ofree offeringsO (in reality financed by the personal data
marketplace) they have to compete with, online services have to refine their strategies and find
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solutions to make their investments profitable. One of the most widespread optiotts lisake use

of the websites and applications as customizable advertising anemidtey platforms. Mayer
Schoenberger and Cukigg define this @atafication O as the transformation of social action into
online quantified data, enhancing réale trackingand predictive analysis in the hope that this will
boost profits and create new sources of revenue. In order to moseetthese comprehensive
complex databases, companies and data brokers try to obtain quality information that is relevant,
timely, usable ahcomplete. Tleseresources are used by orgasations to cut costs, reduce risk,
achieve compliance, and improve business performance. But data can also besadahetiugh its
commodification, being directly sold as a raw product. The collection of ¥laist amount of
information is the basis of what has been term@lg dat&) which is data characterized by tli8

V0 Volume, Velocity and Varigg This trend has a reciprocal naturéDataficatiol i.e., the
digital tracking of an increasing numbeliradividual facts raises the importance of data as a source of
value; since it becomes a richer resource (it increases its quality due to more than ever complete,
comprehensive, accurate and updated available data). On the other hand, the increasedrattentio
data mining and big data analysis promotes the interest of aj@mis to broaden their
informational scope, the growth of data brokers, and thus, an-@vereasing interest in data. In this
context, R. Clarkél4 introduces the term @ataveillance O,the Gystematic use of personal data
systems in the investigation or monitoring of the actions or communications of one or more
person®and remarks their potential to affect the individualOs behaviour, Oby means of four classes of
actions:@ecorded obsevationO; Oidentification and tracking®; Oanalytical interventionO; and Obehavioure
manipulation®©

2.22 Big Data algorithms as refineries

If Big Data is to become the oil of the 21st Century, then data analysis programs and

Big Data algorithms are its refineries . Data algorithms and digital data analytics offer the
possibility to sift through huge amounts of data, and to find the information needed for specific
purposes and specific (consumer) profiles, and finally to create the correlations betwésmerdif

data and data sets which make Big Data so appealing. Algorithms and coipgsserdata analytics

are especially important within the evolving big data paradigm, as data algorithms allow tfidigse
data sets in a way that would not be feasible & human analyser, and hence to discover new
patterns and correlations on a large scale and through the surveillance of whole populations.
Whereas digital Big Data sets contain a lofrdfbrmatiormbout people and their online activities, it is
data anaftics and data algorithms that can turn tinformatiorinto knowledge

Note that information and knowledge should not be confused, as information is not equivalent to
knowledge but builds its basis. Knowledge is the purpmsented interpretation of ifiormation,

which can provide the basis to act upon the information gathered. In times ointieenet, the
digitalgation of everything and the constant expansion of digital markets, comprehensive information
is there in abundance and available to everyoaed so the economic advantage depends on
accuracy and interpretation. On the ability to generate intelligence on the basis of the data gathered,
and not just data overloaé¥ or infoxicationConsequently, in the digital economy, we can observe an
economictransition from competitive advantage based on information to an advantage based on
knowledge creation. Algorithms, as well as visualisations, can contribute to this transition.

Algorithms for example play a big role in contemporary stock market practices ,
especially when it comes to a new, algorittemabled form of trading callelligh Frequency
Trading (HFT), where algorithms sift through data in order to make economic decsaon, based
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on these decisions, buy and sell stocks and derivates withiseundindsi? When it comes to data
collection on consumersO and citizensO online behaviour, the comprehensive datfaatsets
governments and companies collect can also only be purposefully searched, ordered and employed
with the help of data algorithms. Withithe digital economy, a big part of big data analytics is used

for creating profiles about peopleOs psychology, preferences and (online) behaviour, which can then
in turn be used to create comprehensive consumer profiles and exercise targeted online
advetisements with great success and revendtence, if big data is the new oil and
algorithms are its refineries, then, consumer profiling and targeted advertising are the

trucks which this new oil fuels

2.2.3 The Big Data Bubble

The idea of big data aseémew oil of the 2%t Century is not uncontroversial. A big part of big dataOs
economic potential relies on the belief that there will be more and betigarODthat is profitable
applications of big datin the future, for which we are mining the fuBlbig data collectiodtoday.

Today, big data is OinO, promising a new and vast field for future business revenues. Consultancies
such as McKinsey and Deloitte are eager to reassert the value of (big) data in their réjgorts.
However, the belief in the iminsic value and future potential of big data, which itself fuels the big
data industry that builds on comprehensive (personal) data mining could very well present the next
economic bubble set to burst, thbig data bubble. This hypothetical bubble is tikable, as there

are quite a few open questions with regard to big data. For example, one question is whether big
data presents a significant advantage over small -datm one actually make better, more

accurate predictions by constantly expanding the da ta sets?!19|s information alone the key

to good decisioAmaking? These questions point to the distinction to be made between correlation
and causation. Where causation is an explanatory framework that builds on a causal chain,
correlation only explains a atistical relation between two events. For economic purposes, causation

is a very useful tool, since it can be reliably employed to predict future developments and influence
consumer behaviour. Building a business model on coincidental correlation howseaerrisky
business, as the anticipated effect might not actually come about.

The value of big data and the potential of comprehensive data collection can be questioned when we
take a look at how biginternet companies make their money. Féaceboolkand Gamgle the
overwhelming part of the revenue comes from advertising; in the cas&aufgle advertising is
responsible for about 95% of the businessO revehuehile for Faceboolit is about 82%, with
another big partcoming fromonline garing?2! In the caseof Facebogkvhich works through Olike
systemsO and the recommendationFateboogages and suitable products, it is conceivable that by
improving data algorithms, a better understanding of consumer behaviour through collecting big data
sets on individual might lead to better advertising and consequently higher sales conversion.
However, a great extent ofGoogleGslvertising iscurrently simply based on the search terms
entered into the search engine. For this type of targeted advertisement, it is radlyrelear how
creating comprehensive personal data doubles presents a major improvement or contributes to
greater profits. Therefore, it is interesting to note that companies IBeoglehave been making
some attempts to enter into the hardware industrythere the internet giantApplealready makes

most of its revenue (88%). Microsoft, on the other hand, focuses its business model on selling
software products and licensg22 not identities.

Therefore, aside from targeted advertising, there is not muchend to support the case that data
and identities are or can be the oil of the 2Century. And it is indeed questionable whether an
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expansion of big data sets and an improvement of big data algorithms will lead to a major increase in
revenues from targetd advertising, above the already existing numbers. Hence, the main incentive
for collecting ever more user data and creating increasingly expanding identity databases on behalf of
internet giants is not totally clear. The bubble may burst. As some authave already pointed out,

it may appear as if bigternet giants are collecting and correlating comprehensive personal data just
because theyan as data storage has become quite inexpensive in the last decades. Holding such
comprehensive data sets cahen make the businesses appear as major players in a future,
hypothetical market, thus increasing their stock value, but not their actual revdinig value and
investment can only be maintained as long as the big data bubble persists and the belief

in t he value and future potential of big data is widely shared

2.3Data as currency

Thinking in terms of metaphors can be useful to think through the various dimensions of the digital
economy and the role of digital data sets within it. The idea of big datihe oil of the 2% Century

points to the economic cycle of the digitadarket. Further, it can elucidate significant changes that
come with the economic transformatiothat the information society inducesrhe industrial age
relies on the conversion ofesources and kinetic energy into the production of material goods,
which in turn then employ more resourcesyhereasthe digital economy reliesin part, on the
conversion of personal data into digital servicéeese,in turn, produce more comprehensivdata

sets that can be used to create further services. According teort by Deloitte, in order to
understand data as a currency, Owe must rethink our conception of currei@iesency is how

we create and exchange economic value across geography and through time . It is
anything that can serve as a medium of exchange, something that can be Ocashed outO for goods and
services, or used to pay debt or to store value for future use. Data has each of these essential
characteristics 163

Whereas Odata as oi@ints to the idea that data, as the basis of knowledge, has an intrinsic value
and can itself fuel the production of new (future) goods and services, Odata as currencyO moves data
to the realm of the symbolic, where it becomes a unit of account and asedgipon standard of
exchange. Just as a 100 Euro bill, as a small piece of paper, does not carry its intrinsic value in the
medium itself, but attains its value by its acceptance as a universal monetary standard and the
guarantee of its value by governnig independent of its OrealO or intrinsic vaSimilarlydata as a
currency works as long as parties agree upon its value equally and hence can trade data as a means
of exchange. The trade with data, as exercised by data mining and data analyticaiesmpan
becomes the trade with an asset that builds on future expectations, just as brokersO trade with
stocks and derivates relies on making a bet on the value of an asset in the future. Thi®taade

the digital economy that connects tofis hell up as long as the data bubble is intact and enough
parties believe in the value of data so as to use it as a means of exchange between themthgence,
industry that trades data relies on the belief in the Omyth of big data O, namely that

there will be fu ture money to make through the exploitation of data sets for specific

economic purposes . If, however, in the future it turns out that, or rather it becomes the dominant
belief that, big data cannot offer more than a few surpluses made by targeted adwertise
economic parties may lose trust in the fulfilment of big dataOs future préeuskin its currency.
Consequently, the exchange rate of the data currency will drop, losing its attractiveness for
investments.
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Companies already use data as a form afency. For example traffic apWazeexpanded into Latin
American swapping data generated by its customers while using the service in exchange for high
guality map$24 But the idea of data as currency has more profound implications for digital identities
ard society at largeas well covered in the work of John Clippinger and the ID3 on identity and the
future of moneyt?s In the same direction, imis book Identity Is The New Mo/®ydigital money
expert David Birch proposes that digital identities can leachtcashless society. For Birch the main
reason we need money is to give us enough trust to trade. In the past we could have achieve this
with face to face personal trust or letters of credit, and now we start to use -moonetary
mechanisms such as cardsdamobile payment systems. New digital identity systems can build the
trust that until recently required a national bank. This is why digital platforms and digital retailers are
now becoming the model for the evolution of payment systems and bankingy,LAatehzonhas
announced their intention to enter into retail banking launching their own lending algorithm. As
emphasised b¥atherine Bessant, head of technology ®ank of AmericéAmazorwas conceived
around the use of data and the customer experieri8anks have not grown up that wad¢'At least

not yet.

Thinking of data in terms of a financial system is revealing, as it seems that where data has
replaced traditional money in the digital economy, we can find elements of the economic systems
that prececdkd the development of paper money and the modern financial sys®fe8uch economies

were for example gift economies, in which products were given away for free by trusting in
reciprocal social relationships that would work to the benefit of all. The ided tompanies like
Facebookffer their services to us Ofor freeO, gaining financial profit only from advertisements, can
mediate the impression that they would engage in such a gift, or OcollaborativeO, economy. By
offering these services for free, theyigacustomers who, in turn, provide the company with
advertising revenue. This could be seen as a barter economy. However, barter economy
presupposes &roincidence of want§ which means both sides want something the other has, and
then, in order to exchage those wanted goods successfully, there needs to be equality of value,
which means that the goods exchanged have matching-sgoisomic value®® As the economic

value of big data is yet very unclear, and might change significantly in the futureifficust do
present the trade with personal data as a fair and transparent balttés impossible to evaluate
what exactly it is that we own (if we own our data at all) and hence how well we can trade it. This
uncertainty about the value of data, in tipeesent and in the future, is the main weakness of the
datacurrencies that depend upon soepwlitical, but in this case also technological, developments
even more so tha established currencigbat arebacked by central banks.

If personal data and iddties are more of an informational resource for the creation of knowledge
than a goodthen parallelisms can be drawn between data and early monetary coins which were
made out of silver, copper and gold, and whose value directly corresponded to their aalae
resource or raw material (hence, one OpoundO). In the emergence of material money, using gold and
silver as means of exchange was based on the promise that these raw materials held intrinsic value,
which would be sustained. Similarly, today the ctibecand storage of huge data bases is often built

on the assumption that the data will have a sustained value and provide a profitable source for
different kinds of knowledge, of whose exact application we might not even be awaret, dind

hence be abldo generate economic surplus in the future, specially to early adopters (investors).
However, the intrinsic value of the collected data is still an open i€fube data bubble bursts, the

gift economy might have presented the right account all along.

Where it is not directly employed for targeted advertisement, but collected as an asset or
investment, data as a currency is based on a promise of future value d@neksembles more the
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emergence of the debt system 130 than a currency , where debt certificees replaced monetary

means of exchange that held intrinsic value such as gold, silver and even cattle, holding a promise of
future compensation. Interestingly, in many accounts the debt system is said to have contributed
more to the emergence of our contaporary financial system and the development of paper money
than the monetary coin systefd! The emergence of largecale financial systems and symbolic
means of exchange, such as our contemporary money, also led to a government interest in regulating
the means of exchange and traéhé Here, the parallel with data, also collected by governments that,

at the same time, attempt to regulate the field, is worth noting.

To consider data as a currency means to move away from the intrinsic value of data intoalhe re

of symbolic representation, where it functions as a standard for exchange and trade. In the history of
money, the transformation from the exchange of cattle, gold and silver as a standard means to paper
money and debt bills, moved money from being & oh exchange into being a unit of accoust.

Such a monetary system does not require trust in the intrinsic value of the means of exchange, but in
the stability of the system and the continuing function of the unit of account within it. This means
that aslong as the data bubble is intact, data can function as a currency even if its intrinsic value is
unclear. When enough stakeholders buy into the data promise and accept it as a valid means of
exchange, data becomes a currency that can be used for tradee K can fulfil the features of
money as a Omeans of exchange, method of payment, standard of value (and store of wealth, and unit
of account)®4 As we move from the material realm to the virtual world of digital data, and as
financial systems are inciagly digitaded, data could eventually become a currency

The promise of the data economy, however, does not run unchallenged, even in its own terms. The
potential of (big) data and the role of data within the digital economy have been based on the
assmption of identity and correlation; in order to use digital data and peopleOs online traces and
activities for consumer profiling, targeted advertisement, data needs to be identifiable and
correlatable. This meartbat collected online data must be matchamsingle individuals so that tie

can be profiled. Due to the need for persorgalion and correlation, privacy concerns have become
one of the biggest ethical challenges of the digital economy, and also the reason behind the
development of alternative igital markets that function according to a completely different
paradigm, based on ananity and free trade.

Here, Bitmin as an alternative data currency is the prime example. é&yptocurrengsp Bitcoin is a
Odigital, decentralized, partially anonysieurrency, not backed by any government or other legal
entity, and not redeemable for gold or other commodity. It relies on pésipeer networking and
cryptography to maintain its integrity®®Interestingly, the principle of Bitin is indeed based on
data as a currency. In fact, Bito radicaked the approach that data holds intrinsic value in terms of
processing power: bit coins are OminedO through pure computer capacity, where sehdardi
computer algorithms solve complex mathematical equations.ekFery equation solved, a Bdm is
mined!37What is unique toBitcoin is the absence of governmental control, as the currency operates
through a globally distributed, anonyed computer system. The anonymoysyments Bitgin
enable, as an approach raally opposed to the 4D and dataveillance approach of mainstream
digital economy, open up the possibility of alternative digital markets that allow goods to be traded
globally and outside governmental contithe most famous example here being the anooym
trading platform Silk Road, whose founder recently got sentenced to two life terms in prison for
founding and running the websit#8 However, there also &rnative approaches as the oeeplored

in the D-CENT project, thatwill usecryptographic blockeain technologies, on the model of Bitcoin
for decentralised data commons, community value exchange and managementéf trust
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Next to anonymous digital currencies like Bitcoin, alternative and anonyrimbe@shet platforms are
enabled by privacy enhancirechnologies and software such as encryptemal, the Tor browser

or VPN tunnels. Next to providing ways arouridternet censorship and protection from political
persecution based on information collected through digital surveillance, these technoldfgies o
people the chance to hide their online traces and hence to gvtida certain extent, their
involuntary participation in the digital economyQOs personal data market. Many of these- privacy
enhancing tools are provided by developesingfree and opersource softwareg(seeSection7). As

is the case with nofanonymous forms of data as currency, however, cryptocurrencies will at some
point have to face the challenge of fulfilling a social function comparable to that of current systems
that allow citizendo pay taxes and take part in largeale redistribution mechanisnmSome of these
issues are being addressedthg D-CENT project n its digital currency pilots.

2.4Data as property

One way to understand how the benefits of data should be distributedld be to look at data in
terms of property. One reason for the interest in this approach is that in many big data projects,
personal identifiers are removed from the datasdfst is deemed that the data cannot be related to

an identifiable person, thiwould remove many of the legal protections personal data currently
enjoys. This is counterintuitive to what most people would understand it is Otheir dataO, but
technically it would cease to be personal information as sGcluld property protectionsprovidean
alternativeform of protection instea@

Discussions aboutlata as tangible property first arose in the US in thel980s, in the context of
insurance protection and whether data would be subject to Oloss or damageO, but there was no
conclusive agreeemt despite a string of cas&®. These arguments resurfaced when the US
government shut down the cloud storage compaMegauploadwhich held data from many
thousands of users. The government rejected claims that it should help legitimate users recaver thei
Odata propertyO because the terms of service of the company included clauses severely limiting any
property rightsi4 In a blow to the idea of data as property, the UKOs Court of Appeal has agreed
that there is no common law right to keep possession ofadaelonging to another person until a

debt owed by that person is discharg&d A similar ruling in New Zealand supports the same view

by finding that a computer file is pure information and has no separate protection as a property.
Laws against computerime - hacking, etc- still apply though43

If not akin to physical property, maybe personal data could be another form of intellectual property?
Traditionally a lot of data has not been protected as copyright because it would not fulfil the
required criteria of being someoneQOs original creation. As we discuss in section 2.4 the EU provides
certain protections for databases right, and according to the European CommissionOs own review
this Ocomes close to protecting data as prop€¥yBut, ultimately, in B law there is no property

right for data as such. Even if this was the case, would a property approach help solve the
conundrums around the distribution of the benefits of data? Would giving people ownership of their
data allow them to get a fiashare ofthe benefits or allow them to stop what they perceive as
misuse?

In the -admittedly quite differentcontext of health data in the US, Barbara Evans has concluded that
Ocreating property rights in data would produce a new scheme of entitlements thadiststively
similar to what already exists, thus perpetuating the same frustrations all sides have felt with the
existing federal regulation$4©She bases this on what she terms a mythical view of private property
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of absolute control over an asset. Butfdifent types of assets can have different forms of ownership
involving different forms of control over the asset. Evans uses the example of the owners of land
bordering on rivers, which can use the waters but must not interfere with navigation. Another
problem identified by Evans is that raw original data in many cases is not in itself a valuable data
resource. Creating useful data resources requires investment and effort, and in this sense OowningO
data is not enough without the means to make the mosttafithe form of analytical capacity. The

right over databases in the EU is ostensibly designed to protect the investment of those who build
the database, not the rights of individuals. Owners of platforms could well have a claim for joint
ownership of thedatabase right, together with those contributing their data.

As we saw above, ownership of data may not be the right approach in all cases if what we want to
achieve is controbver the access and uses of data. As we saw in section 1.2.2, data protection
attempts to provide such control but it just focuses on the legitimacy and fairness of the uses of data.
Companies can use my personal data to make money as long as they do it in a way that is not
completely inconsistent with the original purpose for whitley obtained the data, they cause me

no harms or distress, and they are transparent and follow due process. There is nothing in data
protection about the fair distribution of economic benefits from the exploitation of d&antrol

over personal informabn requires more than relying on basic legal protections. Advocates of a
usercentric approach to personal data believe that individuals must manage their own information,
collect their own data and get value from that in new markété$?eople maintain ddrent aspects of

their life separate online (personas) for different contexts, such as work and family life. For many
companies it is more beneficial to have accurate information for the context of a specific transaction
even if they donOt know anythingsee about the customer. In addition, different classes of
information (financial, health, government records, social, etc.) require different degrees of control.

This is to be achieved through a combination of legal, commercial, and technological toolstive
agreements for the use of personal data can give end users more control above the letter of the
law 147 Complex technical systems are being designed to give third parties just the restricted access
to individualsO data required to perform speciigvises. For example, the idea of Vendor
Relationship Management turns on its head the concept of Customer Relationship Management
software, which allows businesses to keep track of their customers. Dozens of organisations have
been built around these praiples, although they remain a tiny minority among millions of online
businesse¥® In section7 we look in more detail at some of these useentric tools.

The idea of giving individuals absolute control over their data is very appealing and surelyira step
the right direction, but there are some issues. Even the most user friendly systems will require an
effort to keep data under control, and firtening access could become cumbersome and againg
endeavour. For example, a famountof people have ltanged theifFaceboogrivacy settingst® but

as the company constantly changes its defauiers canOt keep t8.And most people have data
scattered around dozens of online services. Having a central point to hold all the data would make
things simplerput it would require immense trust on the organisation holding the datad this
organisation would in its turn create new points of data vulnerabilithe cover these aspects in
more detail in the next section. In certain circumstanagging people cdmol over their data could

end up having detrimental effects. For example, since April 2015, the UKOs National Health Service
gives patients online access to health recé¥tisut doctors can refuse this access if they believe that
the patients may be Oford®r misled into providing access to their informationO to third partfés.
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2.5Data as an asset class

The World Economic Forum (WEF) synthesised much of the current thinking around the value of
personal data in their very influential 2011 report on OPeatdata: The Emergence of a New
Asset Clas@53 Companies such as Infonomics have developed this theme into concrete
methodologies for the evaluation of data as an asset that can be included in the balance sheet of
companiegs4

Presenting personal data as asset class has some important implications. The regailed for the
alignment of the interests of organisations using data, regulators and those who provide the data in
the first place in a balanced ecosystem around personal data. But despite eXiplheations above,

it squarely frames the discussion in the worldview of investors. An asset class is a group of financial
assets with similar characteristics and regulatiZhsuch as bonds, equities or real estate. As Evgeny
Morozov has pointed out, thb fluctuating value of personal data could not only generate speculation
and hoarding of Odata assetsO, but also lead end users to anxiously monitor theirtkelfs Any

asset is vulnerable to ObubblesO of aatuation.

The WEF aims is to produce a pfe win situation where everyone citizens, businesses and
regulators- trust each other and share the benefits, but in practice this may be hard to achieve. One
of the recurrent memesn this area, as already mentioned previouslghat Odata is the newilO.

The original quote did not relate to personal information, but was referring to the need to add value
to raw data; the same way that crude oil requires refining into prod&@t&ut in any case, and as
numerous critics have pointed ol this is farfrom reassuring for those whose personal data is
refinedanddata can be perceived as toxic and risky a$58il

2.6 Price discrimination

Price discriminatioris a longestablished economic practice, defined as Othe practice of a firm or
group of firms ofselling (leasing) at prices disproportionate to the marginal costs of the products
sold (leased) or of buying (hiring) at prices disproportionate to the marginal productivities of the
factors bought (hired)@? Price discrimination is common in cinemas, ifastance, that offer regular
discounts through coupons or special days to reach the psiesitive customers, or in the airline
industry, where companies adjust the price of seats depending on the demand of certain routes and
times. In those instancespmpanies present a whole set of strategies and it is the customer that
decides whether to choose the hasdtee option (no constraints on times, no need to plan, no
restrictions, etc.) or the cheaper, constrained alternative.

In the context of the identif market, the hope is that having access to large sets of personal data,
companies will be able to assess a clientOs financial situation and willingness to purchase a specific
product and tailor the offer to those circumstances. In this scenario, Big datdd optimse price
discrimination by not offering cheap products to affluent customers or not attempting to sell
expensive products to those who cannot afford them, and benefit both companies and custémers.

a recent study on First Degree Price Disciimation and Big Data, Schillér estimates that a
combination of demographic personal data and website browsing history can boost profits by over
12%, with some customers paying as much as twice the amount others do for the same product.
However, it is stil unclear to what extent price discrimination is an extended pracbBaestudy on e
commerce websites the authors found that just 9 in 16 used some sort of price persatitaiils2

Page31 of 137



FP7BDCAPS- 2013 D-CENT D3.3 Research on Identity Ecosystem

Notwithstanding its financial impact, price discrimination can have exitesahat need to be taken

into account. The White HouseOs report on The Economics of Big Data and Differential Pricing
stresses how diferential pricing in higbtakes transactions such as employment, insurance or credit
provision can raise substant@ncerns regarding privacy, data quality and fairness. In these settings,
big data may facilitate discriminatory pricing strategies that target consumers based on factors
outside their own control, or run afoul of antidiscrimination provisions in existags such as the

Fair Credit Reporting Act or Civil Rights Act®®Moreover, the use of online privacy settings

price tracking and comparison websites could increase if customers realised that their personal data
may be putting them in higbnd bracketsin relation to the pricing of some products, aralso
ultimately impact on a company or sellersO reputation.

2.7Trust anthe neweputatio economy

Trust is a concept that permeates much of the discussion about the current data revolution and
digital dentities, but itOs in danger of becoming devalued, as many organisations take a purely
instrumental approach that focuses on getting consumers trust to give them their data.

Notwithstanding the above, the discussion on data as currency in seZtBmales clear that digital
identities always require some form of trust. In the absence of-fadace interaction and faced
with the limits of traditional wordof-mouth dynamics, the digital economy strives to find alternatives
that provide people (clientsjsers, citizens, prosumers, etc.) with the necessary guarantees to engage
in online interactions, whether to submit their data, to take part in sharing economy schemes or to
dare to change their habits and dynamics to embrace the possibilities of thee amtirid. The
report on digital identities by the World Economic Forum sees trust and interoperability in digital
transactions as some of the key enablers of the identity ecosysteWe need to know that the
person we are dealing with is who they say theng, and that they are entitled or authorised to
engage in the transaction. Traditionally this meant personal contact, but in modern times, identities
are built and shared relying either on the institutional assurance fronstidite through the use of
datébases and ancillary tools such as cards, or on crowden reputation systems based on
peopleOs opinions of services, experiences, or on other people.

In the digital realm, reputation is money, and in many different vaysans money for the online
reputation management firms that help people and companies manage their online presence or
optimise search engine results related to a particular person or product. Leading companies in this
field are BrandYourse#ind Reputationom the latter claiming 1.6 rfion customers in over 100
countries. But it also means money in terms of market share. The companies that manage to get the
trust of their potential customers will see their client base increase, and in an economy where
usually the winner takes it all (ca large part of the sector), being able to make people feel
comfortable and secure in an online environment can make the difference between saocess
failure.

Technology is central to the development of trust in identities. As discussedGENT pape D

4.1165 the growth of theinternet is connected to a proliferation of incompatible technologies to
identify, authenticate and validate users of services. The paper documents in detail the complexities
involved in developing interoperability and trust @ss systems. But, as the paper also explains, many
of the issues are not technical in nature, as the interests of different institutions and stakeholders are
not completely aligned. Ultimately and despite the innovations in social aspects, organisatites ar
main gatekeepers of the components of digital identity and it is only natural that those incumbents in
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a position of power would like to keep newcomers out. Personal reputation may well take the place
of government assurance as the basis for trustcording to David Birch this is inevitable, as a social
graph is a better predictor of someoneOs identity than any institutional scheBat given that
currently these social mapping of relationships take place within corporate networks, this change
could simply shift power from states to companies without an increase in personal control over
information and identity.

The internet and new fragmented identities have brought new possibilities to build trust, such as the
use of social media to validate idéigs. The peetto-peer accommodation platform Airbnb is one
example that requires a minimum number of social media conneétitass part of its ID verification
processté8 In platforms such as eBay, a bad reputation as determined by your previous customers
can significantly affect the chances an online vendor has on the platform. The old G@aging
customer is kin@gets a new life online, as one dissatisfied customer can leave a lasting opinion in a
crowd-driven reputation platform and drive potential newastomers away. There is, however, a
twist. In the digital world, customers rate vendors and providers, but providers also rate customers.
Contrary to the interfaces where crowdsourced opinions are public and visible to everyone, the
rating of customers uslly has a life away from the eyes or control of the data subject. Taxi drivers
can rank passengers in the new dmgsed ehailing services, for instance, and employers can rank
former employees without their knowledge in platforms such as LinkedIn.

Page33 of 137



FP7BDCAPS- 2013 D-CENT D3.3 Research on Identity Ecosystem

3.Mapping the Identity Industry

3.1ldentity Industry

Identity management is not a new industry. OOfflineO collection of personal data has been carried out
for decades to conduct research on consumer patterns and enhance marketing campaigns. Back then
comparies would use demographic information like zip codes to help marketers find out where to
send catalogs, or area codes to figure out which towns to telemarket to. Howeasefully analysed

in Chapter 1 and 2 of this researchwyith the development of onlindased services and its
possibilities in terms of data mining, the sector has entered a new era.OdwaficationO of
individualsO lives, thoughts and moves through their mobile phones and portable devices,
computers and online activity, séthcking apfications, financial transactions, social media and
networks, sensors, and the growing Olnternet of ThingsO, where home appliances become
transmitters of our daily chores provide a vast volume of detailed records of dégia{personal)
informationis now routine. Nowadays, and through the integration of the different bits of data we
produce, third parties can assembl®adata doubleO of every connected individual and sell it to the
highest bidderThe existence of these data doubles, and the specifim fand shape of oneOs digital
identity is often unknown to the data subjects that provided the information in the first place. While
privacy policies and cookie notices provide some information on the future lives of digital activities,
these are hardly rehor understood:69

In the Information Society? this personal or reidentifiable information has become a key resource
for all kinds of orgaisations. But the way information flows circulate in the digital era is complex and
may vary considerably. While plito actors have so far promoted the availability of open data to
enhance the measurement and understanding of our societies and environments, and to enhance
transparency and accountability, private actors have focusedthe value of personal data,
promoting the commodification of identities with the hope of developing perssethervices that

can be charged at high premiums. This scenario may be changing, and the emergenbbcef
Private data partnerships , specifically in the field of health datansreasingly blurring the lines
between the goals and practices of the public and private aétdbrghis has translated in the
emergence of ani@entity market O where personal data emerges as a valuable commodity, and
where new actorssuch asdlata brokers Ohave a major role to play.

Data brokers are companies thékollect and aggregate consumer information from a wide range of
sources to create detailed profiles of individuals. These companies then sell or share your personal
information with othersd72 Gometimes without consumer permission or inp@73 They are also
known asOnformation reseller Qist brokers) Qlata vendor§) Onformation broker€) or even
Ondependent information consultai@s

These companies emerged at the end of the 90s, when imtipidine data brokers appeared in the
global marketing scenario. Even though back then their techniques and actual reach was not as good
as conventionatfflined mechanism, their potential grew rapidly, parallel to the spread of online
networks, and reglation was not able to keep up with technological developmeémnt€ompanies

like DoubleClick (currently belonging to Google) or Engage (now part of Microsoft) increased their
massive consumer profiling capacities and therefore, their economic ¥alue.

As the Federal Trade CommissionOs report on Data Brokers shows, data brokers gather data from
the public and private bodies that collect it from individuals. This information may be volunteered by
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the data subject (with or without explicit consent), but alsoeiméd (a credit scored based on
consumption patterns, or future needs) or observed (in the case of browser or location history for
instance) However, data brokers donOt just sell collected or modelled data. They can exchange it or
provide it at no cost (gy. through advertising or referrals) to a myriad of potential customers in
different business sectors, including other data brokers, osgHnons, government agencies or
private persong’¢ The products exchanged in this market also have different levélslaba
complexity, which may range from simplemail lists to comprehensive datasets or personal
dossiers.

Marketers

Banks

Media

DATA AN\
/ BROKERS , g —

Employers
oy l[ List Brokers

Websites

DATA
COLLECTORS £
(sources) g

Catalog Co-ops
Government

Product & Service
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Lawyers/
Private Investigators

Law Enforcement

Individuals

Figurel. Personal Data Ecosystem. Source: FTC.

Personal data collection always has a comprehensive aspiration, iarditagtive but also in a
gualitative sense. The value of databases increases when their volume, accuracy and number of
variables grow, as this provides more possibilities for segmentation. Likewise, profiling services are
more valuable if they can provide faithful portrait of each individud&hence the emphasis on
Oquantified selfO products and technoldgiedust one UBbased company, ID Analytics Oholds
information on more than 1.4 billion consumer transactions and 700 billion data elen&ntsO.

In this hdustry, embracing a vast amount of features increases the added value of the product, as
being able to offer all the features possible, even sensitive data, gives a better position in the market.
For data brokers, virtually everything recordable and &alole can be commodified, including
emotions and future predictions. In this context, traditional offline tracking also has a role to play, as
data brokers complement the bits of information gathered from the digital world with other
databases developed dhe basis of offline activities. These can include property transactions or
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traditional shopping, as data collectors digitalise this information into databases that can be used by
data brokers, and even linked to digital activities using unique idest#ieh as name, ID or address.

Existing research on data brokers has been conducted mainly by two opposite types of contributors.
On the one hand, the increasing economic potential of data collection, processing and sharing has
attracted the interest of idustry stakeholdersvho have issued white papers and articles on the
potential of (personal) data in the field of business intelligence. This includes the set of strategies,
techniques, tools and aspects, which are relevant to optinthe management of gansations
through business environment knowled@g&Business intelligence makes use of all the relevant data
available, with the goal of obtaining useful information for business analytics. Information brokerage
in the field of business intelligence haingd technological and economic potential due to the rapid
development of big data and the ability to process large quantities of complex information in a
relative short period of time. Large amounts of data, gatideand analysed in real time, from a
multitude of sources hold the promise of extensive momsation opportunities for unexploited
assets. For data brokers, data emerges as a service in itself, and identities are its more compelling
asset.

On the other hand social concerns have led some pan#go commission and develop policy
documents, reports and initiatives to explore the impact of the identity market and data brokers on
privacy and fundamental rights and values. This is due to the fact that data brokerage is a complex
field due to its seative and unaccountable nature. As mentioned before, (personal)ofizahas a

life beyond the control of the data subjects and beyond the terms of the consent agreeiméime,

cases wherdhere is one. It is therefore virtually impossible to keep tramkthe data flows, their

uses and the roles each actor plays in the data life cycle. Citizens have growing concerns on how
their data is being tracked and used while buying, surfing the net or making use of their mobile
devices. Media have fuelled the qaaints revealing the reach of marketifipased techniques, raising
awareness on privacy violation and the inference capabilities of these data mining companies and
business intelligence departmelits A widespread illustrative case is that of retail compaiarget

which started sending coupons for baby items to customers according to their pregnancy scores. A
man had first notice of his daughterOs pregnancy thanks to the companyOs marketingf?strategy
Especially controversial practices are -Wli and mobiledevices tracking3 showing acceptability
difficulties, in stores as well as in the stri#t Concerns about governmental tracking abuse are
being now also reflected in the area of private consumer and business management.

Privacy concerns from expertsripacy advocates, public office holders, consumers and society in
general had been always contested with-seffulation measures. Giant data brok&cxiomhad to

issue a response to the EUOs consultation on European Data Protection Legal Frafiandrka

also tried to improve its transparency perception by setting up a wepsitew.aboutthedata.com,

that allows consumers to check which information records are owned by the company. In Europe,
the FEDMA (Federation of European Direct and Interactive Mamk@thas issued a Charter on
Ethical Person Data Management, as part of their strategy to achieve compliance of legal and ethical
standard#®. In the US, dta collection practices are now in the scope of regulators, legislators, and
the White House itselfln 2012 both the Federal Trade Commission (FRCand the White House
issued insight reports in this field to enhance consumer privacy legislation through key factors like
transparency, security, and chofé®
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3.2 Key players in the Oldentity MarketplaceO

It is not easy to draw an accurate and reliable picture of the scope, structure and connections of the
identity industry, not least because of its secré®Based on their experience, most people would
assume that the main actors in the data industry BaeebookGoogl®r Apple as the breath of their
services and the scope of its client base makes it apparent that they have access to an unimaginable
amount of personal data, produced by their clients while browsing the net, sendimgjlg, taking
pictures or updating their work calendars.

However, the bigestname in town isAcxioni®® This global marketing and information management
company has databases that include data on 126 million households and 190 million people in the US,
and about 500 million aste consumers worldwide through ZB0 servers with 500 data points.
Acxioms headquartered in the US with offices in the UK, France, the Netherlands, Germany, Poland,
Portugal, China, Australia and New Zealand and processes data from over 150 caultsasrhas

about 6,000 employees worldwide aadylobal annual revenue of nearly $1.3 billitmcurrent chief

product and engineering officer, Phil Mui, developed Google Analytics, and the company also
partners with Facebooko develop solutions to improve the reliability of our digital personas even
when part of our data is incorrect or missing.
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Figure. Acxiom's global data flows example. Source: Acxiom.
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Household names likesoogleand Facebogktherefore, act as massivdata collectors . The
information they gather, however, is only as valuable as the services they offer. By matching their
data with data coming from public records, offline activities or alternative digital services, data
brokers bring added value and moeecurate data doubles to their informatighirsty clients and
providersBincludingGoogler Facebook

FEDMA, a lobby of thalirect marketing industry , estimates that the sector of direct and
interactive marketing strategies represents an annual expeedibf over 60 billion euros and
employs over 2 million people directly within the EU alone. This group has more than 100 company
members that use dialog marketing techniques, integrating advertising, public relations and marketing
into one strategyt9! In US, this industry is estimated to produce 3BDlion dollars every year. On

their part, Privacy Rights Clearinghouse has identi#iéd data vendors in the US, but the World
Privacy Forum and the Federal Trade Commission have estimated that the indugtryredch up

to 4000 companies worldwide. This suggests a field where the big players andnatioltial
corporations such as Acxiom are just the tip of the iceberg, with many small tesis@lcompanies
struggling to become the next big thing or to gentera&enough revenue through the collection,
analysis or reselling of data to justify their existence. It is common to find that data flows from the
larger namebrand companies to the smaller companies, who then turn around and resell the data to

a third paries of OaffiliatesO, who then market the information themselves or sell it to another
downstream affiliate. The term used to describe this process is Oaffiliate stormO, and results in a
situation where a consumer at the end of all of the data resellingndiivads it almost impossible to

find the original compiler and seller of the data.

Most data brokers engage in multipdaeline and offlineactivities and have a range of core expertise,

from list brokering to data analytics, including predictive analditd modelling, scoring, customer
relationship management, application programming interfaces, cross channel, mailing preparation,
campaigns and database cleansing. This makes the analysis and mapping difficult. Moreover, many of
their activities are notdisclosed.Some data brokers host their own data and are significant
purchasers of original data, such AasxiomOthers, on the other hand, primarily analyse data and
come up with scoring and return on Investments proofs. The best example of this seategbcy is
another major playeBEDatalogix?2 Datalogixpart of Oracle Data Cloud a consumer dateollection
company founded in 2002 that manages loyalty card data, connecting offline purchasing data to digital
media to improve audience targeting angasure sales impact. This firm aggregates and provides
insights on over 2 trillion US dollars in consumer spending to deliver purebased targeting. Over

650 customers (mainly advertisers and digital media publisherd)aisdogixincluding-acebooénd

Google

A third group of data brokerssell or resell consumer information online . This is the case of
Inteliug®3 Founded in 2003, it specids in public records information. They offer services to
consumers and businesses, including background ctexrkening services, people search, customer
solutions, public records, criminal checkjrail lookup and identity theft protection. The company

has access to many of the world's most extensive databases and public record repositories, gathering
billions d public records annually from a multitude of government and professional entities and
assigning them to more than 225 million unique peolpieliuservices 300 million monthly requests

for access to its databases. In addition to retrieving historical aurrent data,Inteliusleverages
proprietary genomic technology to identify connections between people, places and things.
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Overall, there are four core business services that appear repeatedly in the company description of
the most wellknown data brolers. These are:

¥ Identity and fraud services

Companies lik€experianilD AnalyticEquifaxor Choicepoiritelp orgarsations manage credit

risks and prevent fraud. They offer credit monitoring and ID theft products, credit reports,
credit scores and cretlimodels, and help clients manage their commercial and financial
decisions. Some of these companies also provide risk management and fraud prevention
information services, or premployment drug screening solutions, shareholder searches,
credential verifiation services, and background checks. Checkpoint, part of the Elsevier
group, offers in addition underwriting and claims information services such as motor vehicle
reports, claims histories, policy rating and issuance software, property inspections, and
audits.

¥ Customer relations and care

Loyalty cards and schemes are both one of the main systems to gather consumer
information and part of the core business of many enterprises in the data brokerage
environment. Companies such Epsilorand Bluekaspecialie in helping companies get and
retain customers. They provide list marketing data, insights & strategy, marketing technology,
creative services and media reach. Epsilon alone, with 7,000 employees and 70 offices
worldwide, manages more than 500 millioryddty members and more than 4,000 databases

in areas as diverse as the financial sector, retail, consumer packaged goods, insurance,
automotive and healthcar®luekai@grvices enable companies to persogelinline, offline

and mobile marketing campagwith richer and more actionable information about targeted
audiences.

¥ Predictive analytics

All Big Data companies argue that data analysis can contribute to predicting the future and
thus making better decisions. Only some of them, however, presentaghidheir main focus

of expertise. Such is the case ©brelogiandeBureauThe first provides consumer, financial

and property information, analytics and services to business and government and develops
predictive decision analytics by combining puldintributory and proprietary dataeBureau

offers a suite of predictive analytics and rBale big data solutions to consuméacing
businesses, delivering instant insights that help make decisions throughout the customer
lifecycle and provide solution®rf Businesgo-Consumer (B2C) and Businets-Business
(B2B) companies.

¥ Marketing and advertising

Closely linked to customer care, the companidsat are specialing in marketing and
advertising help their clients find customers and present their petglto audiences likely to
buy them. Critep founded in 2005, focuses on digital performance advertising and
performance display. They generate millions of dtgjghlity leads through dynamically
generated personalkd ads, and its success is measured oe thasis of postlick
performance using a pger-click model that includes extensive rdahe bidding tools and
category and product level optimization in 32 countries across 5 continents. In 2014, it
analysed 430 billion US dollar sales transactionsiegsemore than 740billion ads and
reached, according to their website, 1.Bdlion unique users globally.
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¥ Other

There are many other models in a field that seems to be ever expanding. Some data moves
from online to offline and back, some through socgiadia and back. Some companies, as
Inteliugsee above), specigdiin public records. Others, such &#eekYqun people searching

by analysing content from over sixty social sites, news sources, homepages and blog
platforms to identifies the actual pe@pbehind it and make sure that using a maiden name

or a fake address has no impact on the datatching to elaborate a profil&kapleafon the

other hand, finds its area of expertise im@il, providing data on 80% of US email addresses
and assisting miaeters to understandwhom their customers are and what channels they
can be contacted on. They conductneail intelligence,-enail validation and-enail append. A

case worth highlighting is that &ecorded Futur@scompany founded in 2009 that provides
organgations with reaftime threat intelligence, allowing them to proactively protect
themselves against cybattacks. With billions of indexed facts, the company's Oweb
intelligence engineO continuously analyses the open web, including news publicagions
calibre blogs, social media platforms, financial databases and government websites to give
insight into emerging threats. They offer their products under four categories: cyber threat
intelligence, corporate security, competitive intelligence arfémiee intelligence.

The point here is that the business models and data flows in the lfaleeragescene are complex,

use many sources, and differ between types of data brokéoseover, in the identity marketactors

can play different roles. Data cetitors may transform the collected input into information and they

can make use of it as well, thus refusing the need of intermediary companies. Data experts may also
develop analysis software to help orgsations achieve a situation Gflata sekiconsumpionOwhere

they do not need further intervention of external advisers or providers. In other cases, the
complexity of the data managed (volume, number of sources, type of variables and indicatorsE), the
kind of information desired (profiles and market ses, tables, segmented databases, chartsg), and

the ambition of the results pursued (risk mitigation, consumer loyalty, etc.) my affect the needs of
the organsations, and it might be necessary for external data scientists to play a role.

Data collectors (monitoring individuals, obtain original data)
Original data purchasers (database matching and profiling)

IgInal, purchased or analyzed data

List brokering, data analytics, person search, predictive analytics
and modeling, scoring, customer relationship management, APls,

cnannel, maliing, campaigns, database cli€ansin,

* ldentity and fraud services
e Customer relations and care

Figire 3. Overview. Source: Own elaboration.
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3.3.Value chains and business models

The purpose of collecting, storing, processing and analysing big data is to obtain added value for
companies through different acquired or enhanced capabilfteAs shown aboe, that can be
offered Business 2 Business (B2B) or Business to Customer (B2C). Data brokers increase the value
of their information assets on the basis of two key factors that bind together the wideness of global
dispersed information with the particultyiof the sought piece of data:

1. Exhaustiveness and broadness: data brokers are expected to hav@llOthe information
possible and encompasallOthe populations through comprehensive databases. They are
supposed to reach millions of records, to monitailions of dollars in sales transactions and
to carry out the continuous tracking of a vast amount of human actions.

2. Segmentation and specificity. Big data is useful if it is segmentable and easy to exploit.
Throughout the vast ocean of data, customezgpect to be able to find the specific
individual profile or segmented dataset demanded. The larger the number of data points
recorded, the higher the value of the information assets.

Technological advances allow to go from exhaustiveness to segmentstioretimes even in real

time. This does not mean that data brokers aspire to embrace all the possible services, but that in
that specific area, a specific company is able to provide the most comprehensive scope and reach.
For instance, people search se®$ decrease their value if they are not able, on the one hand, to
have access to a huge amount of persons, and on the other, to find and obtain the information
demanded. When data brokers have comparatively large amounts of personal features quantified
ard, ideally, regularly updated, as the big players do, they are meaningfully more competitive than
others. Nevertheless, it does not make sense to reach such large populations if the data brokers are
not able to translate these bits into useful, operatival dnterpretable information.

Data brokers monese the information they compile through several ways: selling it to other
companies (e.g. other data brokers), orgations, government agencies, or to private persons. But
they also might exchange thisfarmation under a cooperative arrangement rather than sell it (e.g.
iBehavigra data "cooperative" that allows retailers to pool data about customer transactighs).
Another way to make profit from this data is providing the information at no cost, an#timga
money through advertising or referral® A 2013 study from the Tata Group estimated that half of
firms producing big identity data sets currently sell their digital data, producing an average sale of 22
million US dollars in 20127 Companies likeAcxom KBM GroupBluekaiand Datalogixhave been
increasingly making use of marketing data for resale.

Data collectors and brokers, online advertising companies, web publishers, and marketers are key
actors in the current data brokerage scenario. They cecatided value from personal data, which is
transformed and managed into several products and services that help to outperform the
competition by generating wider audiences and reaching more potential customers or reinforcing
actual customersO loyalty, imyging the efficiency and utilities of internal databases, and increasing
sales. Increasing the informational inputs indiscriminately, however, does not increase added value.
The quality of monitoring and matching is a crucial fadjutting together credi card payments,
geolocalization, and online searches might shed light on the health status of an individual, or about
the potential impact of previous advertising exposure.
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One aspect that has enlarged the scope of the services and activities of datrdi® mobility. APIs

are currently outstripping web browsing, and mobile devices can be equipped with almost 20 sensors
monitoring informatiort98 The progressive expansion ofghkind of devices in developing countries
opens new perspectives and markeas, shown by the interest of many daklated companies to
expand their business activities beyond the Western world.

Due to the current lack of governance in the sector, the value distribution issue raises concerns
about the equitable impacts of valuechanges and the achievement of a global trusted flow of
datal®® The question of the ownership of the data is another issue that may impact on the future
development of the identity market. Even though individuals should control who can access, use,
aggregi, edit and share their personal data, this is not always the case in prégétidee consumer

value exchange is currently limited to better consumption experiences and, when available, certain
levels of control over the data (consultation of existing red® right to optout, etc.)201
Nevertheless, some data brokers are considering the possibility of providing a tangible benefit back
to consumers, involving them in the value chain as a more active elefatddpupfor instance,
already offers this optioro2 Experts like Paul Jacobs, executive chairman of Qualcomm
Incorporated, suggests that data "is not ours like the dollar bills in our pocket" which you can choose
to give out based on what you get in return. But this may soon be a growing trengive up
specific information in exchange for services, products or maépey.

3.4 The identity industry through the data lifecycle

In a context of changing categories, one way of looking at the identity industry is through the data
flows, following the data litgcle, which includes Data collection and/or access, Data storage and
aggregation, Data analysis and shabraga exploitation and usend Data deletion or removal.

3.4.1Data collection/access

The first stage of the data flow cycle implies harvestisgmuch data as possible from every
identifiable individual. An identifiable individual is not someone from whom a name or identification
number is available, but a distinguishable unit, a unique user. For certain purposes, data collectors
may be interestd in linking datasets to a certain combination of name, surname and date of birth
(e.g. for people search engines), but for others, the key value can remain in other variables like the e
mail address, the IP address or the postal address, among others.

The key playes in the data collection process include the household names most would associate
with the business of identitiesGpogleApplg, and also social media providers suchFaxebogk
Twitter InstagramLinkedlrand a long etcetera. These compamioffer services that usually function

as bait to get their custome@information. For most citizens, for instancésooglds an email
provider (gmail) or a search engine. However, well over 95% of GoogleOs revenue comes from
advertising via it&\dSens program which places ads on millions of websites. The more information
Googldas on its customers, the better it will tailor the search results to their needs, thus reinforcing
advertising, and not endser services, as the backbone of its businesthdncase ofFacebogkhe
revenue coming from advertising was 85% in 2014. Again, in this case customers do not perceive this
social network as an advertising company, but a company devoted to connecting people. As
companies dedicated to optimising the miatbetween their users and their clients, the more
information they have on the users, the better their matching services. The size and granularity of
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these companiesO databases is the main basis of their success and prominence in their respective
fields.

Original data brokragewas based in genersdid actions, routines and preferences, and focused in
consumer patternscredit card records, retail loyalty programs, registration profiles, etc. Nowadays,

it is possible to perform a thorough tracking of eapkrsonOs life in real time and with accurate
positioning details. Due to their individualized use and multiple sensor equipment, mobile devices
have made it possible to enhance the detailed collection of personal records linked to an identifiable
person (vho), with specific information about placement (where) and time records (when). Data
collection practices have shifted fro@fflineGbased forms and surveys @nlinedpractices based

on the subtle caption of human behaviour, with the intermediary stépcredit card payment
monitoring.

The World Economic Forum has listed three categories of data on the basis of the collection
methods. Two relate to primary data and one to secondary déta:

¥ Volunteered data: created and explicitly shared by individuasy., social network
profiles.

¥ Observed data: captured by recording the actions of individuals, e.g., location data
when using cell phones.

¥ Inferred data: data about individuals based on analysis of volunteered or observed
information, e.g., credit scose

Concerns have arisen about online surveillance and the ability of these data collectors to mine
personal information and derive intelligence from it. These have put the focus on web surfing habits
and useof apps although data collectors use offlineusces as well. Thus, it is important to bear in
mind that data collection and brokage is not exclusively arinternetbased activity ADfflineO
conventional records (which may range from social security numbers to trade union affiliations) are
still impartant for data brolkerage but online data collection offers a vast horizon of possibilities for
reattime individuatied tracking. For instance, an online retailer likenazonis able to easily keep
track of actual purchases as well as of product searchsisle their platform. AQphysicaDretailer

can easily report its daily purchases through widespread technologies like barcodes and systems like
customer loyalty programs. But in order to achieve an approximate idea of the attention dedicated
to each prodict, these business have to deploy a more complex set of sensors in their buying area
(presence direction sensors, smart cameras, etc.) and systems or tools for their interpretation (e.g.
heatmapg). Disney for instance, recentlyntroduced a bracelet wth sensors to track its visitors
through the parkos
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Figure 4. Personal data ecosystem. Source: WEF (2011)
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Some examples of the type s of data collected online and offline include Personally identifiable
information (Name, ID number, date and placehifth, etc.),device identifiable information (IMEI,
IP, MAC, etc.)public data (Information retrieved from administration like criminal records, civil
records, property ownership, and media and public da@)line activity (browsing and web
searches, sdal media activity, time spent in a website, clickanadl content), geographical
information (postal address or ZIP code, geoladion of mobile devices)transport (Type of
private vehicle/s; public transport use tracked using smart caleisyre activities (sports, cultural
activities, musical and movie taste, press reading, etnisumption and lifestyle (stores visited,
acquired goods and services, average spending, drug use and smoking habifsaettig| details
and insurance (estimatacome, debt reports, credits and mortgages)edical data and health
(medications, healthelated searches and medical history, etteJecommunications and mobile use
(Incoming and outgoing calls, texting, mobile data use) and other features suchdas, geligion,
sexual orientation, ethnicity, marital status and offspring, education level, political leaning, etc.

Some of the tools to collect data (e.g. registration forms) alloior an opt-in or opt-out of
(depending on the option marked by defaulbetlegal cession of personal data. However, recent
experiences such as that of the National Health Servicecerds in the UK have exposed that the
guarantees behind omtut can be difficult to enforcees Additionally, studies show that basic data
protection regulations such as access rights are often undermined in practice by the difficulties
citizens encounter when trying to exercise thefi.lt is therefore difficult for citizens to access,
rectify or remove the information owned by private orgaations,even when the data controller

can be identified and the relationship between the data subject and the data broker is
straightforward and clearly stated. Additionally, many of the sensing systems currently installed in
urban areas usually operate withoutetlknowledge of the citizen, who is thus unaware of its rights,
the practices of the data brokers or what his or her devices are revealing about their activities.
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Figure 5. Sensors in urban spaces. Source: Own elaboration.

The specific case dboogleand Facebools a case in point here, as these large companies promote
the integration of several platforms by allowing users to log in thady applications using their
social network profile. Facebook Connect is a cookie that enable$acebooko act as a
authentication mechanism as well as liking, commenting and sharing contents outside the social
network. According to SimilarTech, this integration feature that allowecebooko keep their
cookies working even if a user is not browsing its site is pnése more than 7 million websiteX$8
Tracking cookies for marketing purposes have caused controversy as they could potentially inform
your social media contacts about browsing routines you may want to keep private, and because
while most of them last betwen one or two years in oneOs computer, some can outlive the device
and last up to 10, 100 or even nearly 8000 yea?s.

Future challenges in the field of data collection are linked to the success of APIs in the face of
Qraditional® web browsing, the prolifi@tion of the semantic web and the development of the
Onternet of Thing® The Internet of Things is a concept that turns daily objects into tracking
devices, contributing to the increasing OdataficationO of peopleOs lives and the Odigital depictionO of
the quantified self. An energy meter may reveal the consumption patterns of a household. This is
relatively uninteresting for a person but it can bring valuable information for marketers and analysts.
Sports monitoring apps, in their turn, are based on theasurement of healttelated data, which, in
combination of other usersO details is a very valuable information source for data brokers.

These technological trends allow collecting a higher volume of personal informiatiplement data
analgis and takewdvantage of the multiple sensors present in the devices. For instance, the semantic
web makes use of more than plain text and keywords, and is basadguages specifically designed
for data This means that web resources can be linked to datealigy elements. Developments in
these fields increase not only the ability to collect more and more data, but also the ability to
interpret more precisely what kind of data it is, even without the intervention of humans. Moreover,
this situation allows machiseand interfaces to exchange these data points more easily and
effectively, since the pieces of data are better recognised.
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3.4.2. Storage and Aggregation

Personal data collection requires large storage capacities, especially if historical datasetisideel.i

Storing large databases has become an increasingly outsourced asset, even transferred to colder
climate countries to save on ventilation costs. Maintaining a data warehouse can be an unnecessary
cost for a company. However, firms focused in datanagement may prefer to have their own
databases (e.gAcxiomor eBureau It is not surprising that the main cloud computing providers
include Amazon Microsoft and Google These companies need to develop large storage and data
transfer capacities for #ir own purposes, and take advantage of the deployed infrastructures to
offer these capacities as outsourcing services for third parties.

Cloud machines under test

Virtual RAM Cost per
CPUs or hour
cores
Amazon ml.medium 1 3.75GB 12 cents
Amazon c3.large 2 3.75GB 15 cents
Amazon m3.2xlarge 8 30.00GB 90 cents
Google nl-standardl 1 3.75GB 104
cents
Google nl-highcpu-2 2 1.80GB 131
cents
Google nl-standard-8 8 30.00GB 829
cents
Windows Azure Small VM 1 175GB 6 cents
Windows Azure Medium 2 3.50GB 12 cents
VM
Windows Azure Extra 8 1400GB 48 cents

Large VM

Figure 6. Cloud machines test and cost per hour (Feb. 2014). Source: Infoworld.

Teradata Labshe global leadein data warehousing hosts several big data storage solutions for big
companies. Among their main customers (those with petaligtel capacities) one can fikpple
Walmartand eBay as well as other important names likkerizonAT&Tand Bank of Americ®ther
remarkable big data storage solutions are provideddmantuma company specialising in seailg
storage, archive and data protection that provides services to more than 50,000 custefrars

small businesses to multinational enterprises, inolydNASA LSI(which now belongs tocAvago
Technologies Compaagd EMG which produces a range of enterprise storage products, including
hardware disk arrays and storage management software (its flagship product, the Symmetrix, is the
foundation of storag@etworks in many large data centres).

Concerning Iamemory databases for Big Data analytics, accortling/arkets and Markets this
market will enjoy a 43 percent compound annual growth rate (CAGR), leaping from 2.21 hifBon
dollars in 2013 to 13.23 Bblion in 201810 led by companies likéerospike, Altibase, Couchbase,
Datastax, Exasol, IBM DB2, Kognitio, McObject, Memsql, Microsoft SQI, Oracle, Parstream, Pivotal, Qus
FS, Redis, SAP Hana, Teradata, Unicom Systems and Walt3pread key resoce for database
management is an opeource framework and file system callddadoo@il An interesting
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phenomenon to optimize big data storage are thecstiedQlata lake€®12 storage repositories that

use a flat architecture and hold a vast amount of data in its native format until it is neede@MC

is currently developing competitive solutions for data lakes. As data brokers match and merge partial
databases to develop more exhaustive profiles and infer new information through weighed indicators
so they can offer more data points, storage solutions are a key and necessary player in the identity
industry.

3.4.3Data analysis and sharing

Once the information is adequately compiled, it has to be omgpghin a way that is useful for the
customers thatwill acquire it or to be analysed he analysis and sharing of the harvested dzatfael

part of the process that is most invisible to the eyes of the data subject. Here, the names of the key
players AcxiomBluekailD Analytigsetc.) remain a mysteryot most people, as are their business
models and data practices, as shown in the previous sedHomever, it is important to bear in

mind that most of the daily personal data compilation processes are not aimed at making a direct
financial profit from thenarvested information. For example, for Internet Service Providers (ISPs) it
is legally compulsory to retain specific metadata from users. Public bodies also manage vast volumes
of personal data for administrative and security purposes, not commerciaht@®iorgargations have

to deal with employeslr membersO files to carry out their routine functions. In these cases, simple
datasets with the minimal required information are generated. However, there are many ways to
take financial advantage from thimd of information, both directly (selling datasets) and indirectly
(optimising services through a better understanding of a problem through the intelligence generated
using data).

General datasets and dossiers showing consumption trends and patternseaful for organisations

butut databases with identifiable entries (names, user namewileand post addresses, IP, MAC,

etc.) allow feedback actions as well, like directly addressed marketing campaigns. Personal data
analysis and sharing enables-esdrs to make the most of the acquired product. It is not the same

to monetise a detailed set of identities describing patterns (more or less raw databases) than
monetsing the results of processing that information (e.g. showing reaage reports and chés).

Simple datasets can be easily managed by a single organisation and do not requiresedpeciali
intermediates, but obtaining additional or external sources and managing them to achieve a clear
image of the desired target audience may require the intetiee of a data broker speciaiing in
marketing and advertising.

Data brokers provide clients with a wide range of products in the field of data analysis, depending on
their needs, including collecte@awOmarketing databases, segmented datasets, bssinisligence

tools, custonsed marketing platforms, geomarketing solutions, customer analytics;timee
campaigns, etBluekaeven offers a platform to manage your own data, additional data from 700
million profiles, and préntegrated media partnerghs. One of the key challenges data brokers face

is precisely the need to offer comprehensive products. This requires that they combine different
sources, mixing several datasets and matching databases, ensuring that they can depict a quantified
self of trousands or even millions of individuals or households, define segments and thus be able to
provide quality, reliable information. A single entry may be the combination of both online and offline
data mining, showing both online and offline patterns. Thixgss also allows inferring identities

from potentially anonymsed or pseudonimsed environments, thus rendering some simple
anonymisation techniques useless as unique identifiers like a MAC Address or an IP address can lead
to the re-identification of anindividuak!3 Due to the continuous distribution, transferring and
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exchange of datasets, it is virtually impossible to accurately know who owns files with personal data
affecting a specific person, or what combination of existing databases may leaid ¢ntification.

collects IP address
collects contact info
ad customization
tracks interaction

third party tracking

user access

acquisition

data purchase
data retention
shares w/ affiliates

shares w/ contractors

shares w/ third parties

m ]

yes unclear no

Figure 7. Privacy Policy coding for Top 50 most visited websites in 2009. Source: Knowprivacy.org

Once the data is combined, personal data services create artificial segments (clusters) with common
characteristics that are the bes of most of the services offered by data brokers. These clusters
classifications follow diverse models and are aimed at depicting potential consumption patterns
OPersonixO is the consumer cluster cate@tion sold byAcxiomfor instance. It includesp to 70
categories likeQuorking & stugingd and Gaffluent household3 Other examples of cluster
categorsation are OPrizmO, sold Baritasor OP$ycleO bpatamanGrougi4 In a more simple
categorgation, marketing and -mail lists are offered accordjnto a unique variable, lik@eople

over 650 (people who just acquired a credit cafdyreen & hybrid vehicle owne®®or Qat lover

These lists are provided by websites like Mailinggtsiinder or List Giang16

- I % & @& M &

AUTOMOTIVE BIZ OPP DIET & EXERCISE DONORS EDUCATION FINANCE GAMBLERS

T AN = o o

HEALTH & HOME
NUTRITION IMPROVEMENT INSURANCE MILITARY MORTGAGE NONPROFIT PETS
®
- 3 @
(X ]
SENIORS SHOPPERS SPORTS & REC SWEEPSTAKES TECH TRAVEL

Figure 8. List Gidirst level of categorization. Source: List Giant.
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A new way to make the most of the collected data is to implemeratchinelearning technologies.
Machine learning refers to the Oconstruction and study of systems that can learn fro@data
Faceboolisesmachine learning algorithms to recogmiaces in photos, andetflixOsverages them

to improve its recommendation engine. This capability allows them to identify past patterns and
anticipate events and needs on that basis, to provide a better se@@®bining geolocation data
captured by sensors or transmitted via device applications with individual tastes, companies may
offer personabed advertising in real time and according to oneOs location at any given moment
through smartphone applicationg.he alleged lack of transparency attributed to the development of
these algorithms raises concerns on privacy due to the unknown inputs that are2igskdkey
company in the field of machine learningSlsytreewhich provides deep analytic insights amtlife

trends predictions, allowing them to identify untapped markets and customers. India is currently
speciaBing in this area, but for the development of algorithms freelancers are commonly being
hired219

3.4.4Data exploitation and use

Endusers needhighquality data that is clean, processed, and adequate for their goals, but also free
from potential lawsuits or customer backlash. The right kind of data analysis may allow companies to
cut costs, reduce risk, gain market share or improve busines®prénce. Creating intelligence on

the basis of personal information and being able to cater better to different consumer segments can
have a direct impact on profit. In the long run, it is hoped tha data will allow companies and
governments to predicuser/citizen behaviour and thus cater to their needs before they are made
explicit220 However, t is not easy for data customers to check the quality of the acquired product.
They have to rely on providersO ability to obtain accurate data and profilegrtNeless, data
brokers develop ever more refined systems to improve the accuracy and veracity of the collected
information and to provide updated records. In the context of the big data boom, it is possible to
find that the leveraigg of complex dataset# is not only reserved to large companies. Even single
individuals might take advantage of processed databases with personal data (e.g. through person
search websites). Also mi&lze and small business might have better insights of their actual or
potential customers to mininse risks or to explore new marketseBureauargets this category of
businesses to sell their products, since large companiesO demands are being already covered by other
data brokers or by their own data analysts. According to a 2&lBvey, nearly all the small
businesses that contastftware advice are looking for dedicated marketing automation soft&&ire

Companies might leverage internal data through external software or analytical support. They can
also combine and enrich their Bected data with external data obtained through data brokers, or
they can just obtain external data or data analysis to drive their strategies. According to th&FTC,
the main clients for processed data include a wide range of categories. Attending abate
common uses of big data for each categotty,s possible to establish an approximate usage
classification:

¥ Credit risk assessment, accounts receivable management and ID products (ID theft
prevention, fraud prevention, verification and authenticatsmlutions, people search;realil
validation, etc.) are products acquired by customers belonging to areas like alternative
payment, attorneys and investigators, insurance companies, government entities, lenders and
financial services, and also individt@isumers.
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¥ Big data exploited for business dmyday management (sales impact measurement, lead
management, customers loyalty and retaining, customer relationship management), is used by
common goods and services companies in the automoidustry, conamer packaged
goods manufacturers, educational institutions, energy and utilities, telecom companies, travel
and entertainment services, pharmaceutical firms, real estate services, retail companies and
technology companies.

¥ Big data oriented at marketingpngterm strategies (data assessment and daatric
strategies, customer acquisition, Analytic insights, Automate decision making, predictive
analytics and market niches detection) are carried out by marketing companies and also
other data brokers.

¥ Audience analytics (advertising impact measurement, advertising impact measurement and
audience targeting improvement, digital performance advertising, performance display) is the
area where big data is leveraged by marketing and advertising firms, medianEsrgrad
non-profit entities/ political campaigns.

In an attempt to improve transparency, control and corporate responsibiigeboogtated publicly
that it would dedicate special care to the selection process of their thiadty partners. For this,
they have established guidelines for their partnership péicy

¥ Inline Transparency. Eadfacebookdvertising display shows the message "About this Ad"
that explains the company that was responsible for including the users in the audience. The
company o offers a list of the third parties that collaborate with advertising and other
efforts, such as measuring the effectiveness of Facebodk4&lsme of them aréitlas, Bloom
Digital, DoubleClick, Flashtalking, GroupM, Mediamind, Mediaplex, Hsffietrtlt, Wheborama

¥ Comprehensive Control.Facebookffers the choice to avoid a certain ad, or not to be shown
ads from that partner.Facebookp@rtners also agreed to provide on their information page a
comprehensive opbut of future targeting.

¥ Enhaced Disclosures. Facebod@(partners will give details on how they collect and use
information, including the kind of information collected and the policies related to the sharing
of that information.

¥ Data Access Tools. Partners are committed to developls to assist people to see audience
segment information that the partner has associated with them, and to exercise control over
that data.

Even though most of the data brokers fulfil their legal requirements (sometimes thanks to the lack of
regulation in certain areas), some companies and actors do not observe the legality or just make
unethical brokerage. Howeveitt, is difficult to accurately identify bad practices due to the complex
web of data brokering that blurs the track of data transferringanyl daily actions imply the
collection of personal data that can potentially be transferred to third parties. Nevertheless, the
Electronic Privacy Information Center has detected and listed 40 websites offering telephone calling
records and other confideil information?25 These companies offer for an approximate priaf
100 US dollarsall the calls made and initiated from a wireless phone, or toll calls from wireline
phones. The World Privacy Forum has denounced the online offering of sensitive infarnaatio
lists that should not exist, by websites like ExactData Consumerbase, DM Databases or Medbase
200226 These include police officddhiome addresses, rape victims, domestic violence shelters,
genetic disease sufferers, seniors who are currently suffdrom dementia, patients with HIV/AIDS,
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people with addictive behaviour, alcohol and drugs, people identified by their illnesses and
prescriptions taken, Hispanic payday loan responders and derogatory credit consumers.

3.4.5Data deletion/ removal

Interestingly, data deletion is the part of the ddkaw where it is difficult to find industry actors.

This points to one of the current trends (and anomalies) in the identity indugthe push to
accumulate data at all costs and in all contexts, regardiests need or specific use. In a process
akin to primitive accumulation, data is gathered, kept and analysed in the hope that it will have
future, profitable uses. Data deletion, therefore, does not currently exist as a market sector, even
though deletinglata permanently is no easy task.

There are, however, actors that have been paying attention to this fact. Privacy advocates and
consumer rights associationfr instance push companies to carry out best practices in order to
facilitate personal data atrol and privacy. Even though the ideal data collection, according to these
associations should be based in the-optmodel, they have managed to identify which data brokers
allow to be deleted from their lists, ofor their recordsto be marked as not gsable information.
According to a research published in ProPublica in 2014, 85 out of 212 companies allowed a
complete optingout, less than half (92) accepted eptts (85 of them, complete optuts). And

most of themrequired submitting some form of idé¢ification227 Although there are no companies

that offer individuals to be removed from data brokers files, some grolikes World Privacy
Forun28, Stopdataminirtg® and Privacy Rights Clearinghoti8dave developed and published FAQs
and/or their own lists wikre they indicate how to opbut from the most known data brokersThe

data brokerage global leadérxiomhas its own optout website, where each individual can check
and control which information had been collected byetbompany However, the website #&elf
demands personal data inputs and -optt processes to avoid new data collection derived from this
service utilkation. Moreover, the terms of use do not clearly explain the details of data collection
that take place during the registration.

Email Preferences:

We would like to stay in touch! So tell us your preferences on receiving marketing
emails. You can always come back and change your selections at any time.

Please note, these preferences will not affect account emails. We use email as a
means to communicate to you about your account. A few examples of these
communications are: activating your account, alerting you of account changes, to
confirm activities on the site, customer service inquiries and notifying you of
changes in the terms or features/data of the site.

@:} Updates: Get marketing emails from AboutTheData, such as
general updates, tips and hints, ongoing surveys, upcoming
news and relevant marketing data information

@:] Spedial Offers: Find out about upcoming promotions or special
offers from AboutTheData

m Partner Offers: Receive promotions, news or special offers
directly from AboutTheData partners

Figue 9. Privacy settings at AcxiomOs Aboutthedata.com
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D-CENT
Other remarkable initiative is the Do Not Track (DNT) header, a suggested HTTP headertfiatd

requests a web application to turn off its tracking or creste user tracking features. Currently, all

browsers support this functioffor Technology strategies see Section 6).
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4. Empirical Case studies

4.1 Th&haring econofy

The socalled Gharing econom@can be defined as Oa set of preesi and models that, through
technology and community, allow individuals and companies to share access to products, services
and experiences®: It implies the use of digital platforms to orgsmiand optimse the acquisition

and exchange of products andrgiees. In this context, an orgasation or company develops a digital
platform (website, app, etc.), which is offered to match supply and demand with other relevant users.
This model shifts the focus from production to consumption and increases the releyanitiative

and decision power of consumers. Already in the 1980s, Toffler coined the term OprosgettarO

mix of producer and consumer) which acquires a new meaning in the new context where a
networked society interconnects users (potential producedistributors and consumers) in a
decentraléed way.

The sharing economy eliminates or mindes intermediaries, as products and services are
distributed from a collectively managed demand. The model goes beyond cseiomiand
individuaked consumption and users acquire a more active role to become more than just final
payers. Exchange overtakes money as the main rationale behind the sharing economy, as shown by
the cases of initiatives as diverseVdikipedigan online encyclopedia built collaborali and on the
basis of donations)BlaBlaCaa ridesharing community)Zouchsurfinfa hospitality exchange site
where guests stay in peopleOs home for frieepdsharin@ platform where people exchange food),
Bookcrossin@n online book club where mple give away books in public placeK)ckstarter(a
crowdsourcing platform), Craigslist (classified ads platformWber(a transportation company) or
Airbnb(a website to rent out lodging). The sharing economy works thanks to ghaltialn and the
internet, allowing people who do not know each other to pool and share resources (from cars to
skills), and crowdsourcing logics, delegating to the users the responsibility to take care of
organgational, operational or financial resources, among others. Comyn the economic model is
based either in donations from people who chose to contribute to a service that is useful to them,
or in charging for the provision of the technical resources where the exchange take place.

The sharing economy is a key playettlie identity market as it is often based on a reputation and
trust model. As these companies often put in contact people who did not know each other before,
mechanisms have had to be built to ensure their identities and establish their reputation ableust
users. This means that those participating in the sharing economy often need to reveal a great deal of
personal informatiorBor at least to make it available to the service provider. The personal data
shared may include names and addresses, car nuplatss, telephone numbers or personal traits.
While this data may not be made public by the service provider, the users of the sharing economy
will most likely need to create an online persona that will expose a history of their activity with a
particular service (contributions to Wikipedia or books crossed) and publish other userOs opinions
on one or oneOs property (house, car, etc.).

Other than donations and charges per exchange, the actors in this field may also chose to track or

analging through machie learning algorithms different aspects linked to the usersO digital identities

and sell the data to data brokers as a way to get revenue to maintain the networks, storage, systems,

software, etc. Data from private and public profiles could also be shaittdthird parties interested

in analging the behavioural patterns of the individuals that interact in a certain platform. It is

precisely the use of rating systems and the accumulation of personal data that has led the Federal
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Trade Commission to examén internet businesses that facilitate peerpeer transactions for
transport, accommodation and ecommerce, with a report due later in 29315.

There are a wide variety of areas covered by the sharing economy, from transport to cooking,
including accommodain, knowledge, clothing and even money lendid.here are also different
models and approaches, to the point that a categaiion is nearly impossible. In order to introduce

some logic, some chose to speak of the Ocollaborative economyO, describingdiigtes that are
enabled by internet technologies, connect distributed networks of people and/or assets, make use of
the idling capacity of tangible and intangible assets, encourage meaningful interactions and trust, and
embrace openness, inclusivitydathe commong35 This definition, however, only captures a fraction

of what today constitutes the sharing economy.

The possibility to share among equals in a networked world, bypassing costly intermediaries, can
conjure dreams of exchange, solidarity, truand generosity. However, it can also destroy
established business models, as happened with-p@eer exchange in the music industry, or
commodify previously uncommodified resources. In the sharing economy people give away their
knowledge on social netwks, workers share their daily ride to work and groups that were
previously outside the traditional circles of funding can now reach funding parties through
crowdfunding platforms (crowdfunding). In the economy of equals, however, every resource
becomes a asset that must be molséid. If a car is parked, its value is not being maximised. If a
house is empty, it is inefficient. In this definition of the sharing economy, even free time becomes an
asset, and dreams of solidarity and altruism become obscbyedalue maximsation and profit
seeking

In 2010, Botsman and Rogeé¥sproposed a categosation for the theremerging phenomenon of
collaborative consumption. They distinguished between OProduct service systemsO where companies
offer goods as a servicetreer than sell them as products; Oredistribution marketsO, where used or
pre-owned goods are moved from somewhere they are not needed to somewhere they are, with or
without charging money for it; and OCollaborative lifestylesO, where people with singitir ore
interests band together to share and exchange-tasgjible assets such as time, space, skills, and
money. This categorisatiomowever, fails to capture the criticisms and controversies causes by
some of the actors in this field, who point at theed to differentiate between the feprofit and the
non-for-profit branches of the sharing economy. As some authors have pointed, some actors in the
sharing economy emerge as new OmiddlemenO trying to avoid taxes, regulations, insurance and the
obligationsrelated to holding a business activity. These voices denounce how, in the sharing
economy, the originalif§ economy is being subdued by market capitahi$m.

4.1.1Uber

Founded in 2009Uber is a transportation company based in San Francisco (Califotdizr has
become the poster child for the sharing economy, even if in its recent court cases it has chosen to
abandon that label to define itself as a company Oproviding information se?#d#is€.is available

in more than 270 cities and 50 countries,dathe company has recently expanded their products,
offering premium servicedJperLUXor food on-demand UberEATS

Uber makes use of a mobile app that allows users requesting specific trips or offering a drive in real
time to get in touch and pay for thservice. It is very similar to a traditional taxi system, and it even
uses a metering system calculated on the basis of distance or time, with the difference that Uber
drivers do not need special permission to carry out their activities and that all eatgrare handled
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by Ubertnot the driver. Since the drivers are not licensed, the system builds trust on the basis of a
rating system in which users can rate drivers, and viceversa. When downloading the app that allows
the system to function, drivers andsers agree to let the company access the individualOs identity,
contacts, geolocation, SMS, telephone calls, multimedia, camera, WiFi connection and device ID.

Uber was launched after its founders raised almost 50 million US dollars in venture fundeeyl\By

2015, the total number of attracted funds were reaching the phenomenal figure of 3 billion US
dollars, with a market capitatition of 50 billion or higher. It is expected to make 10 billion in
revenue by the end of 20189 on the basis of charging igters up to 30% of the cost of the rides.
Contrary to traditional taxi companies, Uber does not have fixed fares nor takes responsibility for
insuring the drivers or passenger, and all indirect costs are passed on to the OindependentO drivers.
Using surgepricing algorithms to match supply and demand, Uber changes its fares every 3 to 5
minutes to maximge profit, taking advantage of adverse weather conditions or states of emergency
to increase their fares by up to 300%, as determined by their algorigkims.

This has caused controversy, which has been added to their conflictive coexistence with traditional
taxi services, subject to laws and regulations often ignored by Uber. Beyond the complaints related
to its treatment of drivers, tax evasion and regulat@ym-twisting, and surge pricing, Uber has also
attracted attention due to its questionable activities to undermine the competioband its CEOOs
threatening of journalist&:2

However, UberOs data policies and practices have also raised concerns. lifhefabtiivers and

Uber staff to track customerOs data and the news that this is a common practice, even for
recreational purposeds has put Uber under the privacy spotliglespecially when one considers the
amount d sensitive information, linked to finaial and geolocalisation dateat Uber amasses.

On February 2015, the company confirmed a data breach affecti@®of its driverg4 A few

months before, it was discovered that Uber was reporting data back without users® permission, like
malware appg0.245 GironSeca security systems analysis blog, decompiled the code of the Uber
Android app and published the complete list of data being collected by the4finvhich includes
accounts log app Activity, gpp data Wisage gop install battery, device Info GPS MMS NetData,
PhoneCallinfo, SM$ telephony info WifiConnection wifi neighborsroot check and nmalware Info

Uber has also raised concerns on their corporate attitudes towards privacy since its senior vice
president of business, Emil Michael, madme controversial comments suggesting that Uber should
consider hiring a team to look into the personal lives of its critics in the media. In order to
compensate this unfortunate statement, UberOs spokesman N. Hourdajian said that Uber has clear
policies against illegitimate use of personal data (journalistsO travel logs in this case): OAccess to and
use of data is permitted only for legitimate business purposes. These policies apply to all employees.
We regularly monitor and audit that accesd’OHowever, in November 2014 a US senator
expressed his worries about the companyOs "troubling disregard for customer privacy," suggesting
that there is evidence that UberOs practices may be OinconsistentO with its revealed4policies.

Similarly to other identity keylayers, Uber gathers and analyses an enormous amount of personal
data, and it is unclear what the limits to its use are, whether they may end up in the hands of data
brokers or constitute an alternative source of revenue in the near future.
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4.2 Consuméinancial data broker industry

Credit and debt appeared as key elements in the OdemocratizationO of consumption that broadened
the access to goods and services after World Whrin the late 80s, capitalism was assumed to be

the (hesOsystem for the Hocation of resources, while the posbld war consumer society was
fuelled by all forms of credit products, from simple loans to complex mortgages. As financial
institutions had to deal with risky decisianaking, they started collecting different pieces
information about credit applicants. In order to prevent abuse, however, in the US measures were
taken to limit the capabilities of credit lenders to collect personal data for their financial assessments,
namely the Fair Credit Reporting Act (FCRA) 1970 and the Fair Debt Collection Practices Act
(FDCPA) in 1977.

However, already in 1989 severdlS companies in the field teamed up to create the OFICO scoreQ,
an assessment based on credit files frequifaxExperiarand TransUnignin order to optimise the
eligibility of credit applicants. The ability to match and compare multiple sources of complex data,
however, only emerged with the development of ICTs. With them, the digitdldata flow boosted,

and vast amounts of useful data were now availatdeeable and, in some cases, linkable to specific
identities. Now,(More than ever before, big data allows companies to zieron ideal consumers,
identified through personal information composites, allowing them to predict future consumerist
activities. 49

Nowadays, financial data brokers provide crestibring services based in the analysis of complex
datasets. This information is provided to the potential customers to increase their performance in
the areas of risk minirsition and fraud preventiothrough the exploitation of scoring and rating
indicators. These indicators are not only composed by tax fraud or defaulting information. Internet
searches (keywords), and lifestyle data (consumption patterns, etc.) might be included as well to infer
the financial status of an individual. This information also enables targeted advertising for financial
products: loans, mortgages, etc. aimed at potential customers. Some of the major data brokers
offering credit risk products areBurealEquifaxandID Anaftics

The collected personal data comes from sources both online and offlifeusands of data brokers

keep tabs on everything from socialedia profiles and online searches to public records and retail
loyalty cards; they likely know things incluglifbut not limited to) your age, race, gender, and
income; who your friends are; whether y@a ill, looking for a job, getting married, having a baby, or
trying to buy a homeds0 In exchange, the data broker industry claims that consumers benefit from
the data collection with reduced debt through better screening of potentially bad or high risk
customers?5t Credit scoring has become more complex and has shifted from indebtedness records
and potential income levels that reveal the creditworthiness of a persoaccurate lifestyle reports

used to guess the likelihood that a person will pay his or her debts. For credit assessment, everything
counts and might be weighed in the final score.

The emergence of a consumer data market has both stimulated and expatelafinanced

consumption. As of September 2012, total consumer indebtedness in the USA stood attrillicdi

US dollars more than doubling the 2000 figure of 5.06 trillik¥d.Some authors claim that the

increased credit demand has been fostered pedgiby the consumer data broker indust#3g,which

in turn would have had effects in the subprime mortgage crisis in the US. In fact Ofrom 2005 to 2007,

the height of the boom in the United States mortgage and finagei@ices companies were among

the top spenders for online adsO. All the major online marketing companies, including search engines

such asYahoop Bing and Googleare significantly involved in generating revenues through online

financial marketings# Moreover, in a selfeinforcing loop, theihancial difficulties provoked by the
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subprime mortgage crisis would have encouraged credit lenders to refine their decisions through
improved and more dataich analysis and tools.

These practices are not exempt of controversy. Credit scoring has ratsetterns because using
scoring systems to miniisg risk could produce discrimination through a sort @figital redlining3ss
Consumer valuation or buyiRgower scores rank citizens according to their potential value as
customers, using financial variablbeg also other inputs that can include ethnicity, gender, religion,
place of origin, age, etc. and make automatic assumptions about these. As the resulting scores are
private digital rankings with no official oversight that use their own algorithms, that avould

never know what their data double reveals. Banks, credit and debit card providers, insurers and
online educational institutions regularly use these &iofdscores to make decisions.

As these are private tools, there are no guarantees that tivdlybe used ethically. If the consultation

of this kind of scores became a genesadi practice, it could introduce unfair practices in the market,

with financial institutions avoiding people with low scores, denying them access to home loans, credit
cards or insurance. This might put some consumers at a disadvantage, especially those under financial
stress. Moreover, financial scores can inform marketing scores, and vice versa, leaving the citizen
unable to escape the judgement of the score. The law duoasproperly cover the data brokers
QligitaD evaluation systems and the FCR®loes little to ensure that consumer data broker
companies protect consumeipersonal financial information, and do not call for any penalties in the
event of data breach&356 While all companies must have a legally permissible purpose if they want
to check consumersO credit reports and must alert them if they are denied credit or insurance based
on information in those reports, these regulations are not fully applicable tonée valuation
scores because they leverage nontraditional data and promoted for markgting.

Inaccurate scoring (e.g. through outdated information or inaccuracies or mistakes in data collection)
could unfairly make more difficult the access to goods angises for certain people. Credit scoring
companies could make use of questionable variables and the lack of transparency and specific
regulation makes it difficult to exert controls over scebased assessments. Furthermore, trying to
opt-out of such datahses is currently virtually impossible. In the worst case scenario, differential
service and unequal attention could threaten the principles of the free market and Ovicious circleO
effects might appear. If scoring becomes a common practice (due to théssioption of this kind of
products), customers who already received a low score could have problems to overturn this
situation -an individual under financial stress would have more difficulties to find credit for
investments, which could in turn make thdiusiness less competitive in the market, and the low
revenues would keep their scores low. They would in turn be offered other kind of products (e.g.
subprime loans), with the risk of worsening their financial situation even further.

4.2.1eBureau (eSed

eBurealis a provider of predictive analytics and information solutions founded in 2004, It uses big
data assets to help businesses acquire customers, manage risks and maintain customersO loyalty. They
have access to vast amounts of predictive datapaging insights that help make critical decisions
throughout the customer lifecycle. These services are addressed to Busom€smsumer (B2C)

and Businest-Business (B2B) companies, in order to improve their profitability, boost efficiency,
reduce loses and increase revenue.

Gordy Meyer, founder and CEO oéBureau acquired his expertise in Fingerhut, a company
speciabed in marketing to midand lowincome customers. In the 90s, he leveraged his spotting
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patterns of fraud and foundeRiskWisean amlytics enterprise. After selling this and other two
companies to LexisNexis in 2000, he found=BlureauBig companies used to hire data analytics to
rate consumers, so he focused the goal of this firm in providing custmimscoring systems to
midsize conpanies. Every montleBureawscores about 20 million American adults for clients like
banks, payday lenders and insurers, looking to buy the names of prospective, reliable, creditworthy
customersss,

eBureawassess companies through ddtéen decisionslzout their customers in aspects like which
groups are more likely to become customers, which customers are likely to pay their bills on time,
when are there elevated fraud risks and how to most efficiently collect past due dilseauOs
patented technalgy offers several reaelp-use solutions and has the flexibility to custeenia
solution in the areas of marketing & lead management, fraud prevention, credit risk assessment and
collectionsandrecovery.

eScorg? is their Glaghship produ€ a custormsed predictive scoring tool aimed at increasing
revenues, reducing costs, improving profitability and gaining a competitive advantage offering services
related to marketing, lead management, fraud prevention, credit risk assessment and accounts
receivable maagement. This tool transformsBureau@sgormational input (a vast data network that
integrates billions of records across thousands of databases) into useful information to make
decisions. In order to integrate the datasets, eScore has access to ciitiftaination like
summarsed consumer credit data, real property and asset records, household demographic
information, multiple files containing name, address, telephone and date of birth, internet, catalogue
and direct marketing purchase histories, andaas public records such as bankruptcy and deceased
files. A key value source of this tool is the combination of online updated data (including historical
records) with retrospective data to improve accuracy. The functioning®dorés based on datasets
matching and variable inferring: a customer submits a dataset with names of tens of thousands of
sales leads previously bought, as well as nhames of leads who went on to become customers. Then
eBureauintroduces additional details from its databases toheacstomer profile: age, income,
occupation, property value, length of residence and retail history, etc. At this point, the system
extrapolates up to 5@00 additional variables per person and the data is analysed in search of rare
common factors among thexisting customer base. Prospective customers are detected based on
their resemblance to previous customers. eScores might range from 0 to 99, with 99 indicating a
consumer who is a likely return on investment and O indicating an unprofitables®e&urau
charges clients 3 to 75 cents a score, depending on the industry and the volume of leads.

eBureau(@sedit risk solutions are aimed at helping companies make better credit decisions on
applicants interested in the products and services offered by a aagprhe obtained information
optimises the customer acquisition process maintaining or lowering bad debt lositlest alone or
when used in conjunction with other credit resourcés This company lists 3 credit risk assessment
product applicationsThin& No-File(for consumers who do not have a saable credit file with the
major credit reporting agenciesNonprime & Underbanke@ip to 60 million consumers need
alternative credit products that are not OmainstreamO, and also have very similar aesitfsom

the major credit reporting agencies, so itOs harder to differentiate good risks from ba@redid
Super ScorggBureawlata combined with other credit data sources to generate a credit Osuper
scoreO that may result in a-20 percent improverant in credit risk segmentation).

Along eScoreeBureaudeverages other tools for their assessments, like Income Estimator, a model
driven information append service that helps consufaeing companies to estimate a personOs
income, and elLink, a servichat helps accounts receivable management firms and departments
locate, update, and append information to a debtor record. With eLink, collection departments and
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collection companies can obtain -tip-date telephone and address contact information and be
aleted to bankruptcies, deceased individuals and litigious debtors.

It is not easy for regulators tknow if companies are using financial backgrounds or marketing
scores to make decisions. David Vladeck, the director of the bureau of consumer protectitie at
Federal Trade Commission warns: OThe scoring is a tool to enable financial institutions to make
decisions about financing based on unconventional methodsO. E. Mierzwinski and Jeffrey Chester, of
the Center for Digital Democracy, state that Othe inteipp among the traditional consumer
reporting agencies, lenders, online data brokers, and interactive digital financial advertising has
blurred the line between the traditional definitions of consumer reporting agency and target
marketing362 and they recomrand federal regulators to ensure that consumers know the way they
have been scored or rated.

eBureawon the 2011 Data Champion Awards orgsed byBlueKain order to recognise companies

that are innovating and using unmatched etigen techniques to kdve higher performance
audience targeting for their client®@Bureau'svinning case featured a fgrofit university that
improved their online display advertising strategy by better defining and targeting their audience,
resulting in an increase in bobrand awareness and lead generation actifity

In the summer 2014eBureawand Oxxford Information Technology announced a ldagn strategic
alliance to improve assessing fraud and credit risk at time of acquisition and measuring the
probability of recoveng customer debt from small businesses. This alliance implies the combination
of Oxxford's business data (almost 97% of all operating companies in the U.SgBanéau's
coverage to provide fraud, credit risk and collection insights into U.S. smalidsssis, especially
those withless thatO millionUS dollardn saleg64

In relation to the lack of regulation and controversial practices of this seeBuyreawent to great

lengths to build a system with both regulatory requirements and consumer grimamindO. For this
purpose, the company established Ofirewalls in place to separate databases containing federally
regulated data, like credit or debt information used for purposes like risk management, from
databases about consumers used to generateescéor marketing purposes® According to the
company policy, among the measures taken to increase privacy stand&u®audoes not sell
consumer data to others, nor does it retain the scores it transmits to cliefiteey also offer clear
information regarding their privacy vision and consumer choices in their website, allowing access to a
data report and opiout request forms66

4.3 Digital identities in public service provision

Regarding the data managed by the public administration, it is impddédrighlight the difference
between personal data and ngersonal data. A large extent of the information owned by the public
bodies, which could be of interest for other orgaafions or individuals (like geographical or
meteorological information), imot related to directly identifiable citizens. Even statistical data is
commonly anonynsed from the early stages of the research, even if the level of detail in databases
like the census can make simple anorsation techniques useless, especially in faee of
personaked searches. Moreover, public bodies hold large amounts of personal information about
individuals, mainly for tax and security purposes, which they sometimes have to share with third
parties, such as political parties before elections.
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In recent years, the Oopen dataO moverd@nihich calls for higher levels of transparency and
information sharing for public service activities, has managed to put pressure on public bodies so that
they release some of these datasets in raw form. Most puimidies have been reluctant to do so,
partly due to data protection concerns but also due to a lestgnding culture of secretism when it
comes to official data, and therefore most data, if shared at all, is presented in its final form, which
makes it dfficult for third parties to analyse it further or suggest alternative data analysis approaches.

Nevertheless, some search companies offer a compilation of personal details obtained through
searches that partly involve information available through pubhtimistration records, which shows

that regardless of anonysaition, the matching of numerous datasets, even when done on the basis
of nonpersonal data, can often expose valuable information about an individual and form an
unaccountable data double. Asosim above Inteliugs one of these companies.

There are numerous concerns and complaints around the activities carried otihdse kind of
companies. It is not clear whether they comply with data protection regulations, especially in what
concerns datasubjectsO rights. Moreover, the rec€Right to be forgotte®s8 ruling in EU could

affect the activities of data brokers that retrieve information frameernet search engines, public or
private. There have also been some complaints regarding the qualityradiability of the data
(outdated databases, inaccurate information, etc.), and the commodification of the information
publicly available through public files, bulletins or Internet public resources like social media profiles
or indexed pieces of datdat can be found using other means.

4.3.1GOV.UK Verify

The spread and penetration of ICT networks in daily lives as a phenomenon has not only affected
individuals as consumers, but also as citizens. Public offices have progressively introduced e
governnent services to facilitate administrative tasks and to spare public capacities maintenance
costs. Digital services can allow the automation of procedures that used to implytddaee
interaction with civil servants. In April 2014, for instance, the UKv&nment started the Digital
Transformation Programme to make 25 major services digital by default. As of June of 2015, 15 of
them are fully working, 9 of them in public Beta phase and 1 in Alpha p#¥a&ecording to a
Cabinet Office spokesperson, the da version of these 28xempladonline services will help save

1.7 billion pounds a ye&r?

In order to use these services, citizens need to prove their identity to avoid identity theft and fraud.
Identity assurance specifically refers to the degreeetainty of an identity assertion made by an
identity provider by presenting an identity credential to the relying party. Identity claims have been
traditionally made througliphysicaDcredentials like identity cards. However, not all countries have
devdoped standardized national ID schemes. An acceptable degree of certainty (assurance level)
demands different inputs to prove that the claimed identity matches the identity of the provider. For
this, UKOs Government Digital service (GDS) launchetkéd entity Assurance Programme

with the OGOV.UK VerifyO system.

Since UK citizens do not hold ID cards, as all government attempts to develop one have been faced
with opposition from broad constituencies, GDS had to look for a decersgdlialternative bagkton
publicprivate partnerships. The assurance programme is thus based on a federated identity scheme
that leverages multiple distinct identity management systems at the same time. Citizens need to
initially go through an enrolment procedure that shoufiké less than 10 minutes. After that, users

are able to log in much more quickly using their acquired digital identity. They are asked to verify
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their identity via a credit reference agenaurrently Experian and Verizon, and in the future also via
Digidentity and the Post Office, and up to a total of 9 providers.

Identity test

We're going to ask you some questions that only you should know the
answers to.

This is to make sure someone else isn't pretending to be you by using your
personal details or a copy of your passport or driving licence.

We get this information from your credit record, which typically includes:

* bank accounts, Ioansland credit cards
« utility company accounts
« whether you're on the electoral register

By taking the identity test, you grant Verizon permission to access your
credit record.

Your credit score won't be affected.

Take the identity test

Figure 11. Screenshot with an identity test sample by Verizon.

The confidence of an individualOs identity is csgamiround four different levels. The lowest level is

for the creation of ginple accounts to receive reports or updates. The second level requires that
Oon the balance of probabilityO someone proves to be who they say they are. The third level
requires identity Obeyond reasonable doubtO (e.g. showing a passport) and level tongsreq
confirmation,using biometrics. Most services require level two of authentication of their ideditity.

Applicant Claimed Identity Assured Identity
p——
Applicant states Appllcanl verified as
claim to identity the Claimed Identity

Activity Evidence

shows historical and
Identity Evidence regular activity of the
shows the existence of Claimed Identity
the Claimed Identity

Identity Fraud checks
show that the Claimed
Identity is not known to
be fraudulent

14 Efga

Identity Evidence Activity Evidence Identity Fraud Intelligence

Applicant provides
Identity Evidence

Gorx Carn ~

Figure 11. Overview of the Identity Proofing and Verification Process. Source: Good Practice Guide 45.
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GOV.UK Verify works withOpen Identity Ex change UK (OIX UK),272 a nonprofit trade
organgation started by the US government an key industry players that aims to enable the expansion
of online identity services and the adoption of new online identity products. OIX UK works closely
with the CabinetOffice on the ldentity Assurance Programme, which is also applied to other, non
government websites where proof of identity is needed.

A key feature of the identity validation system developed for GOV.UK Verify is its use of a federated
identity, as mentined above. The first system developed, called Gateway, was set up in 2001, but in
2011 the National Audit Office (NAO) warned that it should be replaced with a better alternative.

"The Government Gateway provides only limited levels of identity assurande without further
investment, its weaknesses will be increasingly exposed and under attack. Extending the GatewayOs
life will delay the delivery of the digitel-default agenda which needs higher levels of identity
assurance2” The current programme wss aubO (a technical intersection) that allows identity
providers to authenticate identities without the government centrally storing an individualOs data,
without breaching privacy by exchanging unnecessary data and by promoting that the transacting
paties openly share user details.

As of March 2015, 25,600 user verifications and 55,000-isigmave gone through the system, and
around 5,000 people a day are currently verifying their identity and accessing services through
GOV.UK Verify. In October 204 the government said that nearly 500,000 users would be on
GOV.UK Verify by April 2015, and the plan is for all individuals to use this identification assurance by
March 2016. GOV.UK Verify is being testedpublic beta with users for the following deparents

and serviceg?4

¥ Renewing tax credits online, with Her MajestyOs Revenue and Customs (HMRC)

¥ Claiming a tax refund (HMRC)

¥ Claiming redundancy and monies owed, with the Department for Business, Innovation and
Skills (BIS)

¥ Logging in and filing a Selfsassment tax return (HMRC)

¥ Claiming rural payments, with the Department for Environment, Food and Rural Affairs
(Defra)

¥ Helping friends or family with their taxes (HMRC)

¥ Checking or updating company car taxes (HMRC)

In order to fully verify their identityaccount with a certified provider, everyone using GOV.UK
Verify need to have lived in the UK for more than a year, be over 19, have a photocard, a driving
licence or UK passport, and have access to their financial records. If these requirements cannot be
met, users are only allowed to set up a basic identity account, which they can use to perform
relatively lowrisk actions online.

The current success rate of the system is claimed to be at 90%. How#wergvidence of the
existence for an individual is | inked to their financial activity in the UK, which has proved
controversial. To test a userOs identity, the system uses payment information and financial services
and products like credit cards, utiit bills or mortgage informatianit implies that privad
identification resources are used for public purposes, blurring the lines of data ownership and
processing. Even though the system uses information that most people generate, it only sesogni
citizens based on their consumption patterns. This meanstiitse who have a limited credit or no
history at all are at a disadvantag®ung people and newcomers may find it more difficult to use the
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system, for reasons unrelated to their entitlement to use it or relation to the state. Since the system
is just an additional way to relate to the state, it does not have severe implications on equality.
However, it does provide additional advantages to part of the population. Since none of the services
offered are related to political participation issues, discration patterns are not yet an issue.

Since the UK government relies on market providers to provide this identification service, the
CESG, the UKOs National Technical Authority on Information Assurance and Cabinet Office, and the
Government Digital Servichave issued the Good Practice Guide No. 45 on Oldentity Proofing and
Verification of an IndividualO (GPG 4Bhe guide establishethat providers need to rely on the
breadth of the evidence, the strength of the evidence, the validation and verificatimegses
carried out, and a history of the userOs activity in order to determine different levels of assurance
when verifying an identi#/5 Interestingly, GOV.UK Verify was developed in close cooperation with
privacy advocacy groups like No2ID, Big Broth@fatch, the University of OxfordOs Internet
Institute, the Consumers Association, and the privacy regulator, the Information CommissionerOs
Office. As a result, a document called OPrivacy and Consumer Advisory Group: Draft Identity
Assurance PrinciplesO svaissued to contribute with additional guidance to the service
implementatior?’é In their recommendations, the advisory group put forward 9 Identity Assurance
Principles:

1. The User Control Principle Identity assurance activities can only take place if | consent or apf
them.
2. The Transparency Principle Identity assurance can only take place in ways | understand and wher

fully informed.

3. The Multiplicity Principle | can use and choose as many different identifiers or identity providers
want to.

4. The Data Minimization My request or transaction only uses the minimum data that is necessa

Principle meet my needs.

5. The Data Quality Principle | choose wherto update my records.

6. The Service -User Access and | have to be provided with copies of all of my data on request; |

Portability Principle move/remove my data whenever | want.

7. The Governance/Certification I can have confidence in angentity Assurance System because all

Principle participants have to be accredited

8. The Problem Resolution If there is a problem | know there is an independent arbiter who can fir

Principle solution.

9. The Exceptional Circumstances Any exceptim has to be approved by Parliament and is subject
Principle independent scrutiny.

Tablel. Identity Assurance Principles according the Privacy and Consumer Advisory Group

Nevertheless, scholarand activists recently published an acadepdper exposingerious privacy

and security shortcomings on this system and its US counterpart, the Federal Cloud Credential
Exchange (FCCX). According to tlaithors these systems couldink interactions of the same user
across different service praersO and might facilitate the undetectably impersonation of users.
Despite the encryption of the different parts connected in this federated systeencentral GDS

built hubacts as aingle point of failureAccording to George Danezis,H¢ hub sits inthe middle,
despite different parts of the system being encrypted. The tai decrypt all the informatioft#77
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Due to these vulnerabilitieghe authors suggest more inrdepth technical and public review inspired
on a threat model and adopting the correspding structural adjustments As areaction to this
paper,GDSemphasised the convenience, security and priyaoyecting design of GOV.UK Verify.

Moreover, privacy is not only about technical standards, acceptability concerns have been pointed
out by amember of Big Brother Watch, for instance, who noted that Olt feels inevitable that this will
happen because of the governmentOs Odigital by default® drive (E). If itOs done in a proportionate and
secure way, thatOs good. But it has to feel like @tismposed, and it has to be clear how it works.

This is the first time that private companies are being asked to verify peoplesO identities. How it
works might confuse some peopl&©

4.4 Political profiling

Political opinions belong to the set of persdmiata referred to as Osensitive dataO, which deserves
special protection under de EU data protection direct®¥eTo accurately define what is understood

as a(political opinio®in the digital ecosystem, however, is no easy task. It is not the same tisipub

an indexable omd in a digital newspaper than to post a comment in a restricted platform.
Facebook@dikesDor belonging to a group in a Social Networking Site are subtle issues that may
help to guess the political orientation of an individual. Remnore, recent facial recognition
technologies are able to accurately identify persons, which could be used to reinforce the capabilities
to determine the political beliefs of citizens taking part in political activities like demonstrations.

Political prdiling has two main variants. On the one hand, the analysis of specific sociodemographic
variables to identify subsets of potential voters, supporters or targeted audiences for a politically
based initiative like electoral campaigns, signing petitionbyiladp and reputation actions, and so
on;on the other hand, the identification of radicalion processes and monitoring of political
activism. Governments have made use of digital platforms to detect signs of networked activism or
Wffensive commen@ Tags (especially TwitterOs hashtags), traceable keywords, activity in virtual
communities and other digital records may be used by data scientists and social media analysts to
detect political behaviour patterns, and political profiling based on digitaédhmrntents may be

used for very different purposes such as electoral marketing or law enforcement.

Informed citizens are more likely to engage in politics, and, according to some authors, people online
are more keen to participate in political activiti€# Moreover, online people tend to search for
information that reinforce their political views (a phenomenon knownsakective exposjiand to
ignore those that question their ideasglective avoidape® thus making political preferences easy

to infer on the basis of your social networks and online interactidPditical orgargations make an
increasing se of databases anidternet technologies for fundraising, voluntegssgansing, gathering
intelligence on voters and doing opposition researglready in 2005, Philip N. Howarexaminel

the role of digital technologies in the production of contemporary political cultafier analysing
four electim seasons between 1996 and 2002. He discovered how the diffusion of political
information and the easdor people to express themselves politically affect key concepts like
democracy and citizensiBi. On a different note, the existence of detailed political dossiers on
every USvoter has been analysed by Ira S. Ruben®teiremarking the privacy implicatisrof these
practices and alerting that these dossiers suppdse largest unregulated assemblage of personal
data in contemporary American lifefhe author also suggests solutions based roandatory
disclosure and disclaimer regiraamed at improving traqmrency levels fovoter microtargeting and
related campaign data practicesd recommends thenactment of new federal privacy restrictions
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on commercial data brokerso increase controls onfirms providing data consulting services to
political campaign$ore recently, Nickerson and Rogéss have described the utility and evolution
of data in political campaigns: frgoablicly available files of official votéospurchased data collected
by commercial firmsypdated phone numbergstimated years of edation, home ownership status,
mortgage information, etc.), and the informatiamluntarily givenwhen citizens sign up at a
candidate's website or party website.

In US, even though the secrecy of the vote is respected, the government collects certails data
citizensO political participation. Citizens have to provide their identity and address during voting
registration; party affiliation is registered in some districts, and donors of amounts over 200 US
dollars have to observe the federal fundraisinges and provide personal information such as their
name, address and employment. This information belongs to the public record and its use may not
be limited?8é For this reason, it is used by companies like Aristotle, that develops voter profiling
software manages voter information databases and tracks voter correspondence with elected
officials28” Even though on their own these databases do not provide much information, this may
change if added to larger data repositories. Tools liketerlistsonline.cofalso developed by
Aristotle) may offer information abou@uper voters, absentee voters, party faithful or any other
targeted group of voters you choo€eUsing more than 4,000 election boards, county clerks and
voter registrars, key information such asrpaaffiliation, race, age, voting history and school board
districts is gathered. However, this service is exclusively addressed at political campaigns, candidates,
and consultants. Due to the security of the personal information it manages, Aristatgusred to

verify the data buyerOs identity and the validity of the use that will be given to the voter file access
requested.

This leads to an unavoidablanadox:the digital resources applied to the democratic processes may
enhance the participationnd widen the scope of information sources. At the same time, the
digitalisation of the political activities and facts brings risks and increases the chances to carry out
undemocratic and unethical actions.

4.4.1Electoral marketing and the 2008 Obamaiga

In 2008, the year Back Hussein Obama won the US election the development ofittiernet was

in a crucial phase. Web 2.0 platforramergedas key actors for thenet, introducing or reinforcing

new trends in technesociological aspects (a more enalbing and participative network where
information flows boomed) and the financial dimension (the data mining potential started to grow,
offering real time tracking of personal data at speeds and volumes never seen before). Two of the
social network sites Hat would become household names had just appeared. Twitter (2006) and
Facebook (2004) were still relatijerecent platforms, but many of their early users, digital natives,
were allowed to vote for the first time. Moreover, sites lil&ixdegrees.coRtendsteor MySpacéad
created the scene for new, multidimensional forms in a participative web 2.0.

Obama chose the online strategy since the very beginning. During the DemocratOs presidential
primaries, he followed a path started by Howard Dean in 2@084 in what was considered the

Girst online campaid®es raising over 25 million US dollars from small donations over the internet
(the average amount was just 80 dollars) and omgagionline referendums to make decisions during

the campaign.

ObamaOQs pporters were keener to use thénternet for political purposes than any other candidate
in that year. Among democraiwoters, it was more likely for ObamaOs supporters toirternet
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users (82%) than ClintonOs, due to their age and educationa?®¥eVhe engagement of young
voters was crucial. Even though they lack of the economic power to be sizeable donors, they have
plenty of resources in terms diigital capit&dto mobilise other donors, supporters and voters, and

to amplify the campaign through din networks. Obama took advantage th@nicrocaptior© of

voters through what David Plouffe, his campaign director, calledpersuasion armgeoo A
centralsed communications system allowed the team to mebiland address their voters and
supporters in ral time and through means that felt more personal and close than traditional outlets
and channels.

The Obama campaign also took advantage of another new trend. The growing reliance on the
internet as a news source, at the expense of television and tosditipapersbso much so that
ObamaOs team decided against the use of press clips.

90 g2
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60 57
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» 27 Newspapers
20 ;;/\/\/ff?:@
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1992 1996 2000 2004 2008 2012

Figure 12. Evolution of different campaign news sources. Source: Bearingdrift.com.

In 2008 Barack Obama spent 16 million US dollars on online advertising (a figuweethtatip to 47
million in the 2012 budget for relection) while John McCain only spent 3.6 million US dollars. At
the end of that year, Facebook had about 200 million users and Twitter around 6 million. Over 2m
people clicked thedikeObutton to show suport for Obama on Facebook, and at the time of the
election the future President had 115,000 followers on Twitter. During the campaign, Obama
managed to reach 5 million supporters over 15 different social networks, with Twitter, Facebook
and YouTube accotimg for the majority of these supportes:

Five companies received more than 500,000 US dollars from the online spending badggte
Yahob CentrpAdvertising.comnd FacebookBelow in the list were the digital versions @faditionald
media compaies likeCNN.confTurner Broadcasting)limeor The Washington Post
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Top Recipients of Obama Campaign
Online Media Spending in 2008

Google $7,500,000
Yahoo $1,500,000
Centro $1,300,000
Advertising.com $947.000
Facebook $643,000
Turner Broadcasting/CNN.com $461.000
Microsoft $405,000

AOL $313,000
Interclick $222,000

Pulse 260 $222.000
Quigo $195,000
Collective Medis $168,000
Politico $151,000
Blogads $149.000

Time $147.000

BET Digital $138.000
Pontiflex $137,000
Washington Post $125.000
Undertone Networiks $110,000
The Weather Channel $108,000

Table 2. Tope recipients of Obama Campaign Online Media Spending. Source: Klickz.com

Obama also turned to people with experience in the new online world when forming his team. He
hired Hans Riemer fronRack the Votand Chris Hugesco-founder of Facebook and designer of
MyBarackObama.comtuges worked fultime for the campaign and coordinated the social network
strategy of the future president, which worked better than McCa#8.2012, the online strategy

was even more refined, and ObamaQs team could Opredict which types of people could be persuaded
by which forms of contact and conter@®The communications were segmented, targeted and
personalied, and call lists were ranked Qinder of persuadability allowing them predict donor
behaviours and to mobilize volunteers to get people out to vote, particularly in the critical swing
states(394 Demzilla & Datamart are the names of the databases developed for the Democrat Party to
file the names of volunteers, activists, local and state party leaders, and members of the press. The
Republican Party uses similar tools, called the Voter Vault. Between the two parties they have more
than 150 million entrie&%

Since ObamaOs success, politicziling based on online activities and using the resources created
by the internet industry has become the norm in political campaigns and also when holding office, as
new platforms allow public figures to create different platforms where to interadh wheir
supporters and get their insight before taking decisions. However, usigpgiaa for political
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purposes, even in democratic states, continues to be a tricky issue due to the sensitive character of
the data gathered, but also the level of dethihtt is often found in or can be inferred from political
databases (ethnicity, sexual orientation, health, etc.).

Other risks relate to the potential effects of voter profiling on political participation patterns. The
digital divide could create new segmendf Onformed) Onisinforme® and/or verinformed
citizens, and this could affect their choices and their actual freedom to choose. Despite the
participative background depicted in the context of the political digéttitin, the management of
campaignshrough profilebased targeting could lead to a spes#ion of participation, resulting in

the pragmatic categasation of Qrassiv®supporters (donors/volunteers/voters, etc.). The use of big
data in politics might also reinforce the application ofpmrate or managerial principles to political
engagementCCatchallOparty strategies could see voters and potential voters as customers to be
lured into making specific decision, instead of active political actors and subjects of sovereignty. This
in turn could lead politicians to make decisions on the basis of peopleOs data doubles, and not their
fleshandbones, offline versions in a sort of Odata absolutBevérything for the people, with the data

of the people, but without the people

Finally, the ommodification of personal data turns this resource into a valuable asset that not all
political parties and orgasditions can afford. If personal data becomes a key resource for the success
of a political campaign, and the access to big data is deterntipettie economic power of an
organgation, the economic bias for political parties during electoral campaigns would be reinforced.
Differential mobikation capacities could thus introduce disadvantages for new political parties with
lower budgets.

4.5 ersonal data market te@ucation

The education sector has embraced the ddtaven model as a means to improve pedagogy in the
digital technology era. At a time where standaedi tests and teaching methods dominate the
educational landscape, opportueiti to provide personal learning options to students are very
attractive to school districts. Personsdd learning is offered through-@ducation, enabled by access

to reliable and fasinternet connection. As students engage with education technologi@Ee(th),

the software collects vast quantities of information about each childOs actions and progress, which is
then tracked and analysed longitudinally with the intention of improving the quality of education for
each pupil.

Ben Williamson has widely caittuted to the analysis of this topic. He analysed the concept of
OSmarschoolO (analogue to the idea of Osmart cityO), describednaerging Gociotechnical
imaginarie®formed of a mixture of technological fantasies aethted technical development®©
Among his empirical references, he listedmmercial initiativege.g. IBMO€Smarter Classroo®

project and Microsof® (Educated Citie® programme@ and noncommercial projects (e.gNestaOs

Polcy Lab and Glasgow City Council). These initiatives argethaon the idea that Oquantified
studentsO (i.e., pupils that are being measured through an increasing amount of variables that go far
beyond conventional evaluation marks) learn better, and that quantified studentsO technologies can
anticipate studenbehaviour andoptimise learning processes. As the same author points out, certain
crosssectoral intermediary orgasations are promoting the joint utilisation of etwork-based
communications andlatabasedriven information processing softwate optimise the educational
decisionmaking by leveragirgpcio-algorithmic forms of powerThis seeks to increase thmapacity
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to predict, govern and activate learnersO capacitiessabjctivitieg®” while enacting at the same
time new landscapes of Odigital governanceO

E-education commonly takes the form of apps, online games and learning management platforms, of
which the majority are open sourced and free to use. These tools use big data and learning analytics
to supply many acknowledged pedagogical benefits. Thity abiuse big data to provide feedback
enables students to understand where their areas of weakness are located, as well as how their
performance relates to that of their peers. Students often become motivated to work harder
through the process of engagj with their personalized-&arning environment. Efficiency is often
optimised with big data, since patterns and relationships become evident when analysed over time.
The process of maintaining an effective learning management system requires cadlabmebteen
departments within schools, which often extends into improvements in other areas of the school.
Tracking of individual studentsO learning proves to be useful for their individual learning since they
can begin to understand their own work eth&nd abilities. By tracking the behavicagross an

entire course when engaging in online tests and readings, it is possible to review which parts of the
syllabus were too easy, which readings spurred the greatest student engagement, and other
important inbrmation about learning which would not necessarily be available to schools in through
any other mechanisin#8

The EdTech apiClassDojdor example, is designed to aid teachers in promoting positive student
behaviour in the classroom, thereby freeing up mdime for teaching rather than reprimanding.

Each student in a class is assigned a personal profile in the app, to which teachers can award and
deduct points, and also view longitudinal trends of each childOs behaviour over time. ClassDojo states
that 1 in 2 schools in the USA make use of the program. Despite their success in attracting users,
ClassDojo has not yet yielded profits and does not have a revenue plan. In 2013, however, it
managed to raise over 10 million US dollars from investors.

Moodle anopen source softwardearning program used in primary and secondary schools as well as
universities, allows students and course administrators to communicate, collaborate, share resources
and complete online assignments. Every student action within théoqmais recorded by the
software, from the exact pages clicked on to the amount of time spent on each test question. This
allows administrators to access a back end acpoofile of each student, which can then be used to
produce trend analyses over timAccording to their websiteMoodles funded by the contributions

of its OpartnersO, authorised companies that help and users with Moodle implementation and give
10% of their earning tdoodle Pty Lid Australiaz®®

Another popular solutionSnapshoisa free micreassessment tool which enables teachers to assign
quizzes based on subject material to their classes, whielstifitware then marks and anabgsfor
understanding. Based on their test results, pupils are assigned to one of the three following
categories: those who have met the standard, students who are borderline, and children who lag
behind the established standard. From this point, teachers can use the results to pszredeaining

to each studentOs needs.

In each of the above exampledudentsO actions and abilities are rweid and algorithmically
analyed by the EdTech software, then used to assign the student to categories and inform education
decisions and life paths in the future.

These widespread EdTech products are owned bygtevcompanies. Therefore, their main drive is
profit, and personal data can be very valudbléhis context In an age where data vendorsO business
models centre on maxirding the aggregation of personal information about a person, and selling it
to third parties, data about childrenOs learning is highly sensitive, valuable and vubratahke se
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of information collected through EdTech to target advertising and marketing to children has the
potential to be very lucrative. StudentsO young age anaiaokperience and understanding of the
world makes them especially susceptible to targeting advertising and oblivious to nefarious practices.
Moreover, profiling practices which categorise students using quantitative variables can be both
derogatory and hianful to youngsters, as student identity is transient, based upon social and physical
context, and extremely mallealské while databases are fixed and permanent.

According to the Software & Information Industry Association's education division, the EdTech
industry grew by 5% in 2014, reaching over 8 billion US dollars in sales in the US alone and
continuing in a longerm upward spiral. In the first 3 months of 2014, EdTech companies raised over
500 million US dollars in investment capital from venture edpiirms. However, the EdTech
industry is also known for the amount of stamnps that have had to fold, and the absence of working
business models is remarkable. The sector does have characteristics that could explain this fact, as
some investors may dwose to support companies in this sector as part of their Public Relations
strategy, or the funding can come from philanthropists interested in making an impact in the field of
education. Nonetheless, the sensitive character of minorOs data is a clear drafwbate
profitability of this sector in the identity market, regardless of how large their client base or how
rich their databases can be. Due to these specific characteristics, this is the only case where we have
chosen to review a company that is naniger in operation.

4.5.4nBloom Inc.

inBloomnc. was a EdTech company which provided a central database for school boards to store
and manage encrypted student records, as well as to provide opportunities for pessahsiudent
learning. Its missiostatement claimed that the company couldolve a common technology issue
facing school districts today: the inability of electronic instructional tools used in classrooms to work
in coordination with (orQalk toQ one another.®reviously, individual sebls stored different forms

of student data in a variety of databases, which did not facilitate efficient interoperability between
schools or with the state, as well as hindering data sharing, comparisons and trend atfalysis.

The open source noiprofit company was funded by the Bill and Melinda Gates Foundation (who
contributed 100 million US dollars to the project), the Carnegie Corporation of New York and Joel
Klein302 At its conceptioninBloomdid not charge school districts for the use of their product,
however the company had plans to charge betweeh @S dollarsper child by 2013893 inBloomOs
business model relied on an Amazbasted cloud based storage system, in which schools would
aggregate up to 400 distinct categories of student data, wihiBloa would in turn share with third

party vendors selling educational products and sendeeshis data ranged from name and age to
extremely sensitive information such as family conditions in the home, learning disabilities and Social
Security Number.

At its peak,inBloomwas operating in 9 states in the US. However, many parents and civil rights
associations expressed serious concern surrounding the privacy of student data in the business
model of inBloom Ultimately, after lengthy protests, all states retied their use ofinBloomin
schools, and the company eventually closed in 2014. A number of reasons lead to the demise of the
company, but all are connected to the lack of appropriate protectiddloonpaid to student identity
data.There were three compnents to theinBloonbusiness model (see Figur8)1Firstly, schools

within participating states shared information about their students viftBloom Then, inBloom
stored this information in Amazon hosted clowtiorage. ThirdlyjnBloomlikely shared iformation
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from the educational database with third parties such as EdTech companies and other firms who
could financially benefit from mining the data.

inBloom stores such

information in single,
encrypted and
interoperable cloud

Figure 12. The process of information movement within the inBloom business model. SouatenOwn elabo

Beginning at the start of the process, school districts aBloomwere criticised for not requiring
parental consent before moving sensitive student data from the state database to the@ledém

The Federal Educational Rights and Privacy(RERPA), the law that oversees the gathering and use
of student data by schools in the USA, underwent significant modifications in 2012, and the number
of agencies which could access personally identifiable student information expanded from only the
educaton agencies to any representative who the state or local education department assigns to
evaluating federalyupported educational programs, including other state agencies and private
corporations3os Secondly, the breadth of agents who could access patsstudent information
through nonconsensual disclosure grew to include any Oeducational programO involved in
educational provision. These modifications resulted in schools having the legal ability to share
student records without parent consent to any ddeol officialO within a Olegitimate education
interestO, providing they remained within the bounds of the activities defined in the contract. This
included private companies hired by the schBaiotablyinBloomParents and privacy activists were
troubled by the consequences of the novel access of privacy companies to student data, and the
Electronic Privacy Information Centre sued the USA Department of Educatien the legalityof

the amendments.

inBloom@xk of transparency concerning who would asselata, for what purpose and under what
security precautions caused mistrust with the general pubiBloom@hief Privacy Officer, Virginia
Bartlett, claimed the company was being transparent in their privacy policy through stating that the
company cald not Oguarantee the security of the information storedE that the information will

not be intercepted when it is being transmittedO, and that no company can assure the security of
their information30¢é However, ineffective communication about the roleetcompany played in the

data flow process, and the lack of effective Public Relations programs to adequately inform parents
and students lead to confusion, misunderstanding and eventually distrust.

The greatest public outcry againstBloomhowever, wasnspired by the ambiguous way in which
inBloorrspoke about the way it planned to use the data stored in the cloud. Many believed that the
company planned to share highly sensitive information about children with third party vendors and
private corporatiors307 Personal data is the currency of our modern information age, and many
parents and privacy advocates worried tiaBloom®@ggregation of mass amounts of student data
would allow for vendors to market their learning products, apps, games and otheicesrigack to
schools in order to target the children whose identities were known to them through their data
doubles. There was also the fear that information would be shared with data mining companies who

would sell information about students to advertiginompanies.
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4.6Lessons learned from the case studies

The digital economy is still a field in formation. Many of todayOs actors will likely disappear, and
business models will evolve. However, there are several trends and key issues that can already be
highlighted.

On the one hand, the role and advantage of private actdohal flexible and adaptabliéerms make

use of technologies that change and evolve rapidly. The capacities of big data analysis have boosted in
the last three decades and the flow dhta is currently measured in petabytes. The number of
variables monitored grows under the logic of Oif it is measurable, it will be measuredO, and even
emotions are being targeted by data brokers, even where there is no clear use for the data gathered.
This contributes to the secrecy of the field, as well as the difficulty in researching specific business
models. On the other, it is apparent how oftanarket interests are at odds with regulat ory
principles . There is a conflict between the goals of the Imesis models that lead the economic
activities of data brokers and the companies linked to them (i.e., obtaining massive data and/or
extremely detailed digital depicts) and the privacy principles that guide the corresponding regulations
(e.g. the minimisain principle). Other conflicting issues are the differences between regulatory
contexts (e.g. for global companies) and the different types of personal data collected (sensitive data
generates very attractive information flows for any data broker). Thelaarc(or nonexisting)
consent mechanisms and the transferring of data to third parties is one of the main complaints
pointed out by regulators and privacy advocates, and it is still unclear how this clash will be resolved.

Another obvious trend is the b lurring borders between public and private actors . The
introduction of private actors for the management of political profiling, digital identity assurance
programs or eeducation platforms has contributed to the efficiency of these initiatives, sinceafiost

the resources were already developed (databases, khow, technologies, etc.). Nevertheless,
benefitoriented actors may put in a second place unavoidable guarantees for services that affect
such a large extent of population, like those related with Hecurity and the privacy of the data.

Finally, it is worth pointing to théransformation of the data brokerage market . Even though

data brokers are not a recent phenomenon, their transformation due to the evolving technologies
like big data or the Intenet of Things might affect the value chain and their business models. The
current value cycle of dates unclear and models are based on the speculative future value of massive
data collection, but actual identifiable and quantifiable revenue models f@vget emerged.
Companies emerge and collapse faster than they can leave a mark or make a lasting impression.
However, new frameworks and models are emerging: shared benefits from data brokerage, or a
trusted flow of personal data where control (actualtdawnership), value (mutually beneficial), trust
(identifiable empowered authorities), and transparency (consent, terms of agreement, actual
utilisation, etc.) play a significant role in the potential futures being laid out in the context of the
digital eonomy and the identity market.
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5.Regulatory Frameworldentity, data
protection and privatyhe EU

5.1 Overview of regulatory frameworks

Privacy is regulated in very different ways around the world. But generally speaking the OECD
privacyprinciples provide the basic building blocks for most modern privacy legiskidhese are
in turn based on the Fair Information Practice Principles (FIPPS) we discussed in section 1.1.

The legal implementations are very diverse though. In Eyrppgag/ and data protections are
defined as fundamental rights, as we discuss in the next section, and covered by comprehensive
legislation, currently the Data Protection Directive.

The European model ofdata protectionhas been adopted by other countries froaround the

world, such as the Philippiné®,for various reasons. Privacy advocates tend to favour the EU model
because it is strong and tested, but local policymakers also wish to have their country given special
status for data transfeed from the EU.

The US approach to privacy is completely different from the EU. The US does not have a
fundamental right to privacy, as they do not recognise international human rights and this particular
right is missing from their constitution. The US does not haveregd privacy law either. There is a
very limited Privacy Act from 1974 that introduced fair information principles but only applies to
federal agenciex?

Specific laws cover sectors that at some point have been deemed at particular risk such as health
records3!! or famously video rentals, regulated in a special privacy act passed after a Supreme Court
nominee saw his rental collections disclosed to a newspdgdihese US laws can be very strong in

the context they regulate, but the lack of a general privéaw in the style of the EU severely
hampers the privacy rights of US citizens. This was shown in the recent case of New York artist
Arne Svenson, who filmed his neighbours inside their homes with a telephoto lens for an art
project313 The court found hisactions Odisturbing® and OintrusiveO yet had to agree that he had not
broken any specific lavist

Mainly,the US approach has been to let industry seljulate. But this approach has been criticised
by many scholarsd5 and also by the body responsible faggulating digital information, the Federal
Trade Commission, which has repeatedly asked for Obaseline privacy legibationO

In an attempt to make the US more compatible with the EU, in order to help reduce potential trade
issues, the Obama administratigmoposed a Consumer Privacy Bill of Rights in 200.2But the
proposals have been criticised by privacy advocates for giving companies too much leeway and
consumers too little contrdis, Despite these criticisms, tech companies claim that the bill will place
unbearable regulations that will stifle innovagitn

A very positive aspect of US law that is not generally available to the same level in the EU is the
possibility of class action by consumers leading to severe liability compensations. This could tip the
balance if the US were to implement proper legislation, as the actual possibility of enforcement in the
EU is generally quite slim and geared towards fines that do not compensate consumers for the harms
suffered.
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There is an orgoing process of rapprochemmt on data flows between the US and the EU involving
roundtables and other events. The US is central to any discussions of digital issues, given the
prominent role of Americarinternet companies in this sector. The view from many in the EU is that
the USis leading a race to the bottom on privacy as compartiemfother countries are forced to
accept de facto lower US standards of protection. But there is also widespread support for a
realpolitik approach that proposes to lower protections in Europe foarf¢hat EU companies will

not be competitive.

But there are still other approaches around the warthe company Nymityadvertisesa legal tool to
check compliance with 550 different privacy 1&8&sFor example, in many Latin American countries
the main foumdation of data privacy instead rests on the conceptlabeas Dat2e! which is the right

of citizens to demand access to data held on them and to have certain control, such as correction or
deletion. This is similar but more limited to the EU data protentiapproach, as it does not place
any constraints on what organisations can do with the dapurpose limitation- or where it is
transferreds22

The conflicts between the US and the EU over privacy regulation have huge economic importance,
and there are alo discussions about data in many international free trade agreements, with calls to
enable global data flows as part of economic globalisé#fohhe Asia Pacific Economic Treaty
(APEC) includes its own privacy framework in order to advance this agenda

The debates about digital privacy regulation are also part of wider debates on how to regulate the
internet more generally. Thmternet has seen a very strong libertarian drive for-setfulation since

its inception, coming from the US but supported bygl@ology experts and advocates elsewhpe.

This has led to a formal globahternet governance model of multistakeholderism, where
governments, companies, the technical community and civil society supposedly sit together as equals.
But this model is widelpcknowledged not to work properly and it is trying to reinvent itseH.

More recently, there have been attempts by governments at the International Telecommunications
Union (ITU) to bring theinternet under state control, in a similar way that telecomriuations
companies are regulated under formal United Nations treaties. The argument, in fairness quite
reasonable, is that this lack of regulation favours the US and American companies. But this push has
been fiercely resisted by internet advocates feardildo very reasonably, that letting countries such

as Iran or Russia claim absolute control over the internet would destroy the medias we know

it.

The UN itself is increasingly taking privacy more seriously, and recently endorsed a Right to Privacy
resolution calling for stronger privacy protections in the digital ®¥§&.he Human Rights Council is
recruiting a Special Rapporteur on the right to privagy.One important lesson from the
experiences ofinternet and telecoms regulation is the importance tethnical details, which is
sometimes missing in privacy organisations stuffed with lawyers. The UK Information Commissioner
only recently employed a technical expert and many privacy bodies lack the capacity to understand
the systems they are meant to relgite.

5.1.1 EDPS vision for regulatory framework

The European Personal Data Supervisor (EDPS), which is the indepesugemtisory authoritythat
is charged with defending privacy at the EU level, has presented a new3fdolethe regulation of
privacyin the age of big data that goes wider than data protection.
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The EDPS does not advocate abandoning the protection of privacy, or a softening of the rules in
order to accommodate regulation to thegoceived reality in the field. Instead the EDPS proposes t
enhance protections through an integrated approach that combingss on data protection,
competition and consumer protection.

These rules aim to protect individuals and promotaiagle European market, and as we saw in the
previous section the digitaharket is a major priority for European authorities. In this context, the
EDPS sees major advantages in applying competition and consumer regulation to personal data.

For example, control over data of large numbers of users seems to translate into mpokedr,
particularly for free online services such as social media paid for with personal information. The
EDPS believes that applying strict competition law to these services will promote the development
of privacy friendly practices. Companies being fdrée be more transparent about the data they

hold may start seeing data as both asset and a liability. These companies may prefer to minimise data
collection, delete some of the data they donOt use or give consumers tools to exert more control.
This requies a shift in the understanding of the value of personal data by EU authorities, for example
during the approval of mergers.

These proposals are very positive, but there is a risk that some will interpret them as simply moving
away from data protection toards consumer protection. This would be a negative development, as
in Europe privacy and data protection are rights in their own terms, not just ancillary tools to stop
discrimination or support fair markets.

In sections 5.3 and 5.4 we discuss these psgls in more detail, after we look at the regulation of
privacy and data protection, includingpevacy.

5.2 EU Privacy and Data protection

5.2.1 Legaddndations of privacy laws in Europe
The following is a brief overview of the legal foundationsrofgzy in Europe:

EU countries are signatories of théN International Covenant on Civil and Political Rights ,
whose article 17 states Ono one shall be subjected to arbitrary or unlawful interference with his
privacy, family, home or correspondence, norunlawful attacks on his honour and reputaticalO

Article 8 of the European Convention on Human Rights 332 also gives a right for private and
family life, home and correspondence. The Convention is linked to the Council of Europe, which
includes countries sicas Russia and SerBtanot just the European Union.

The Charter of Fundamental Rights of the EU  incorporates the rights in the Convention,
including privacy in Article 7 updated from OcorrespondenceO to Ocommunic@idist also
guarantees Othird gerationO fundamental righ#s,such as data protection, which is registered
separately from privacy in Article.

One important caveat is that the Charter only applies to the EU institutions, or when countries are
implementing EU legislation. In all othesises the protection of digital privacy must rely on local
constitutional rights (e.g. Germany), and/or on international conventions (as in the UK).

In this context,Convention 108 of the Council of Europe for the Protection of Individuals with
regard to Automatic Processing of Personal D&tgdrom 1981, modified in2001, is very important.
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Convention 108 is an internationally binding document signed and ratified by most CoE countries
and beyond, e.g. Uruguay.

These principles are then to be implementechational laws, regulations and directives.

5.2.2EU Data Protection Directive

The main regulation of privacy and data protection in the EUhe Data Protection Directive
1995337 This directive sets out principles based on Convention 108. Here we se® [tatection is

both a subset of privacy, but also an independent right that gives people control over information
about thens38. Importantly, the Directive set terms of protection, but it also had the aim to promote
the flow of data across the EU by creaimarmonised common rules. This is a key angle in any
discussions about privacy regulation in the EU.

The directive does not cover police and criminal justice, which are regulated separately under
Convention 108 and the Cybercrime Convention. There is rapgmsed new Directive for Data
Protection in police contex8s®, which has yet to be approved. The Directive does not apply to EU
institutions either, which follow a separate Regulation 45/2001.

The Directive sets out that by defaust Odata controlleréhauld not process- i.e. collect, analyse,
etc. - the personal informatiorof a Odata subjectfless theyhave a legitimate purpose and do it
lawfully.

The legitimate purpose is very important in the EU directive. It must be specific and people have a
right to know about it before data is processed. Any new processing for-ommpatible purposes is
illegal, and transfers of data to third party count as a new purpose that just be justified anew.

Lawful processing is normally based on consent, vital inter@stting your medical files in an
accident), pulic interest or some overriding legitimate interest of the processor or third party, the
latter being one of the main points of contention as we discuss in the analysis of the new Regulation.
There are alsoexceptions for journalism and other freedom of expression grour@snsent is not
absolute, as some people believe, and generally there is only a right to stop the processing of data
that causes severe distress. People can object to some other uses qof slath as automated
decisions.

The Directive also sets out obligations on those processing data to maintain data guaityata

must be relevant, accurate, up to date, etc. Importantly it sets the principle that data should not be
kept for longer tha needed. People have the right to obtain data about thelres and modify it or
delete in some cases.

Controllers also have an obligation to take measures for the security and confidentiality of the data,
and in many counties have an obligation to repdata breaches.Fairness is another important
principle in EU data protection. This means that organisations must be transparent about the use of
data, and people should always know what is happening with their information and how it may affect
them, bebre the data is collected. This normally takes the form of privacy policies or similar
documents.

The Directive establishes the principle of accountability, with very clear responsibilities for the so
called data controller, the legal person who decidestbe collection and use of data, to ensure
compliance with data protection. National laws include detailed requirements for notifications,
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registrations, etcThe local laws implementing the directive have to establish a national privacy body,
in the UK the Information Commissioner, and clear tribunal routes for complaints.

5.2.38alancing privacy with other rights

Privacy is a human right in Europe, but not all rights are equal. Some rights are absolute, such as the
prohibition of torture34o, Privacy is gualified right, which means that the state can interfere with it
under certain circumstances. Interference with human righgsg. surveillance must be prescribed

by law, necessary to achieve a legitimate aim, and proportionate to the aim pedsued

In practice privacy will always be balanced with other rightslso protected in European legislation,
such as:

¥ Freedom of expression. This includes a special exception for journalism. Generally, public
figures and those involved in events of high publierast will see their privacy rights
reduced.

¥ Access to documents, including government transparency and accountability. The publication
of public registers, expenses of public officials, court records, etc. can involve interferences
with the right to privacy of certain individuals affected.

¥ Culture, arts and science. For example the Data Protection directive makes scientific
research a compatible purpose independently of the original motive for data collection. As
with the other balancing acts, safeguanaigst be provided in law. Archives also have special
considerations.

¥ Property, which has been used in the enforcement of copyright protections.

5.2.4New General Data Protection Regulation

In 2012 the European Commissiongmoseda long awaited replacememor the Data Protection
Directive from 1995. In order to avoid the fragmentation méditionalregimes- which wasone of the
main complaints from all stakeholdepreviously - the Commission proposed to replace the
Directive with a Regulation that would pvide a much high level of harmonisation across theU.
The Regulation is in its final stages of legislative scrutiny.

Privacy advocates saw the initial draft Regulation as a very positive step. In contrast many industry
groups reacted with alarm and s@t motion one of the largest lobbying operations ever seen in
Brussels. This resulted in more than 3,000 amendniéhteing presented by Member of the
European Parliament (MEPS).

Despite the lobbying, many MEPs understood the need to protect fundameriitd 6gd voted for

an amended version of the Regulation that overall maintained a good level of protections. The next
step in the legislative process was for the European Council, representing the governments of
member states, to prepare their own amendedrsion. Unfortunately, European governments have
used the Council to try to carve out special dispensations, which has led to a hollowed out version
of the Regulation. Civil society organisations wrote to President Juncker in April 2015, concerned
that the new Regulation might well go below the current levels of protection afforded by the
Directive34s

EU protocol then requires that the three main bodies: Parliament, Commission and the Ceuncil
represented by the country holding the Presidency at the tins# down for tripartite negotiations
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to agree a final version. These negotiations stdih June 2015 and are expected to last at least until
early 2016 with the Regulation is expected to come into force in 208,

5.2.5%= privacy

The processing of data electronic communications is regulated in the directive on Privacy and
Electronic Communications, also known as therivacy Directive. This directive complements the
1995 Data Protection Directive, which at the time could not foresee in detail thecifiperisks
brought by the convergence of electronic communications.

The Eprivacy Directive is very important for the regulation of digital identities in Europe because it
sets clear limits on what companies can do with personal data. Developers of gaiteipation
platforms in the EU must take this directive into account.

Here we look at some of the most relevant aspects of the directive without attempting to provide a
comprehensive overview. The transposition of the directive to each country wNolve
modifications to the rules beyond the scope of this short report. The main areas we consider here
are confidentiality of communications, cookies and marketing.

There are some inconsistencies in the scope of organisations that have to comply withafaits
sections. The main parts of the directive apply to Opublicly available electronic communications
services in public communications networksO. This definition covers broadband, telephony and
mobile operators. But it does not cover stalled Oinfanation society servicesO provided over the
internet, from search engines to social networks, etc. This means that a telephony provider such as
Vodafone has to comply with the main provisions of the directive, but voias-ip (VoIP) providers

such as Skypdo not.

The recent Digital Single Mark&trategy we describe includes plans for the review of th@izacy
Directive, which may provide more consistent protections to EU citizens.

Confidentiality of Electronic Communications Data

The directive definegjuite narrowly the purposes for which providers of services can use their
customersO data. These roughly relate to delivering the service and being able to bill for it. Once
these purposes have been achieved, any data associated with the provision ofrraurication
should be destroyed. Alternatively, providers can ask for consent to use the data for further reuse
e.g. to provide valuadded services or render the data not personal through anonymisation. There

are escape clauses for security serviaebe¢ able to access data if required.

The content of the communications must always be strictly confidential, but also the associated data
must be protected. The main types of data covered in the directive are: traffic -déte data
associated with delering the communication, including wioand when; subscriber data
information required for billing, etc.; and importantly aleeation data, for example from mobile
phone masts.

Communications providers, including mobile phone compaMidacreasinglyry to monetise their
customersO data by developing ancibiayylata analytics services. But many of these services could
well be in breach of the directive if they fail to either fully anonymise the data or obtain consent
from their customers.
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Cookies

The regulation was amended in 2009 to foriceernet companies to obtain consent when storing
permanent information in their usersO devices unless this is needed for the provision of the3service.
Currently, this mainly affects scalled cookies in web bresers, withthousandsof websites now
asking users to click to agree for cookies to be installed. This has been one of the most controversial
and misunderstood pieces of legislation affecting digital identities.

Cookies are small files that are placed retusersO computers to uniquely identify that machine, in
order to provide some form of continuity over time. This could be simply acatied Osession
cookieO that keeps a shopping basket consistent and disappears after the user closes the browser.
But other permanent cookies allow third party marketing companies to tratkrnet usersO web
browsing details on an egoing basis. The intrusive capacity of cookies led legislators to regulate
their use, but unfortunately this has not worked as expected. V¢itlme notable exceptions, such as
BT.com websitesdo not offer a real choice to visitors and consistently fail to explain what kinds of
cookies are used. Users are simply offered a choice to either click through on the dfagiyue
information, or abandon the website.

Concerns that forcing websites to obtain consent would make ihiernet unusabl#® have not
materialised, but the situation is not satisfactobuch of this hinges on what constitutes "freely
given, specific il informed" consent. This is now under review in the new Data Protection
regulation.This data collection is a key element of the Online Behavioural Advertising that fuels
much the Internet and is central to the concept of Digital Identities.

Online Maeking

The directive also sets out clear obligations on online marketers to obtain consent in a move
designed to stem the tsunami of spam that already in 2002 was clogggmget usersO inboxes.
Users must OophO to marketing and must also be offeredpt@mtO at any time. The 2009
amendments brought stronger obligations of transparency and a right to take action against
spammers, while extending the scope to other messages such asT&BER. provisions have met

with more success than the cookies, altlgbuloopholes are sometimes exploited, including-pre
ticking consent boxes. But overall, there is widespread awareness and most legitimate marketers
take some steps to obtain consent. Nevertheless, these regulations have not stopped the
accumulation of lagymarketing databases.

5.2.@Digital Identities and the EU Digital Single Market

The future European regulatory landscape for personal information beyond the GDPR is set out in
the Digital Single Market (DSM) Strategy, presented by the European Commiisditay 2015. The
Strategy aims to move Ofrom 28 national markets to a singlé@nehoping that this will contribute

1 415 billion per year to the EU economy and create 3.8 million jobs. In order to achieve this,
Europe will embrace big data, cloud services and the Internet of Things, as productivity enablers. The
Ofree flow of data® weentioned in the previous section in relation to free trade agreements is also

a key plank of thistrategy.

A full analysis of the DSM Strategwhich e.g. includes major proposals for the reform of copyright
- is beyond the scope of this report. The imgoroposals in relation to digital identities and personal
information area mix of very concrete interventions and vaguely defined ideas.
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Assessment of the role of online platforms

This will include the sharing economy and online intermediariand wil be mainly focused on
market and competition issues. The DSM Strategy acknowledges that platforms generate, accumulate
and control an enormous amount of data about their customers and will also look into platforms'
usage of the information they collect.

E Government Action Plan-2016

The Commission will present a new@overnment Action Plan 2018020 which will include the
interconnection of some public registers and an initiative with the Member States to pilot the-Once
Only' principle. These proposalcan be positive but carry privacy risks, as they require extensive
data sharing. Calls to integrate European and national portals towards a 'Single Digital Gateway'
appear unwarranted given the low volume of cross bordegawernment engagement, and apeite
problematic in that they could centralise identity data on most EU citizens. Proposals for
interoperable esignatures may have important implications for digital identity management in
Europe.

Integrated standardisation plan and review of thenEimawpeperability Framework

Interoperability of systems is one of the foundations of the internet but carrying digital identities
across systems increases the privacy risks for individuals and opens up the question of what kind of
identities will be usednd who will control them. The Commission wants to focus on some specific
technologies that show innovative potentialsuch as data driven services, cloud services, cyber
security, ehealth, etransport and mobile paymentsall of which require carefulansideration to

ensure that open standards that enable privacy are used.

Initiatives on data ownership, free flow of data and EU cloud

These proposals from the Commissionwhich we copy verbatim below have huge potential
implications for the workingsf digital identity services.

OThe Commission will propose in 2016 a European OFree flow of datad initiative that tackles restrictio
the free movement of data for reasons other than the protection of personal data within the EU ant
unjustified resttions on the location of data for storage or processing purposes. It will address the emergir

issues of ownership, interoperability, usability and access to data in situations sut¢bHassibessess
business to consumer, machine generated aimketoachchine data. It will encourage access to public

data to help drive innovation. The Commission will launch a European Cloud initiative including cloud sen

certification, contracts, switching of cloud services providers and a researcé cped3Zien

Review of the Privacy of Electronic CommunicaBoraq¥ Directive

After the GDPR is approved the Commission will review the ePrivacy Directive, whictieseribed
above, withdiscussions aboutxtending its scope from telecoms such asd¥fone to information
society services such as Skype.

5.3 Competition Law

Competition law is a central plank of the European Single Market and it is chiefly concerned with
creating efficient markets that give consumers choice. The scope of competitiorinidudes
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controlling excessive market power and monitoring corporate mergers. It also has a mandate to
promote trade across the EU and liberalise the public sector.

In the view of the EDP.®&ompetition law could go beyond its traditional focus on coratar entities

and choice to ensure the internal market benefits consumers through competition, Oincluding not
only the wish for competitive prices but also the wish for variety, innovation, quality and other non
price benefits, including privacy protectio®

The TFEU contains several articles covering many aspects of competition including cartel behaviour,
market domination and discrimination against foreign EU companies. These principles are developed
into a series of directives and regulatié¥ss Here we will give a very simplified overview of a very
complex area of legislation, with a focus on those aspects more relevant to the regulation and
creation of value around digital identities.

5.3.Market dominance

Market dominance is important in the digitabctor because, as we discussed in the previous
sections, network effects tend to concentrate markets. Generally, a player is said to dominate a
market when it can set prices and control production, which is normally shorthanded to having a
market share o#10%, although it can be I88&if other circumstances apply. In digital markets this is
more complicated to establish. For example Microsoft and Google dominate respectively the
markets for PC operating systems and search. But at the same time they areacaigpetitors in

each otherOs main market through the Microsoft owned Bing search engine and Chrome OS
developed by Google.

Under EU law dominance is not a problem in itself, and only becomes troublesome when it is abused
to unfairly exclude competitors,reexploited in a way that harms consumers. Establishing the abusive
exclusion of competitors anticompetitive foreclosure- can be quite complicated, as companies
that do better because they have built objective advantages through innovation in pristodikel

not be penalised for their success. The ultimate criterion is that there must be Ono net harm to
consumers®.There are many mechanisms a dominant firm can use to abuse its position: predatory
undercutting that sacrifices sustained loses to destcoynpetition; refusing to supply necessary
downstream products to competitors or unfairly squeezing their profit margins; discriminating
unfairly in prices or charging excessive patent fé€4s an illustration of the wide range of activities
that can fallin this category, the EC carried out an investigation that found that pharmaceutical
companies were using a variety of tactics to delay the introduction of generic medicines into the
marke®5”. These included: patent clusters, litigation and regulatory obstyn.

In the digital sectartying and bundling diverse products are some of the main activities that can lead
to market abuse. The case of Microsoft and Windows Media Player is one of thekhasn
examples, where the Commission was found that the cany®s tying behaviour harmed
competition in the market for streaming media play&#s

The same case also raises another important aspect for competition in digital markets, where
computer systems are increasingly connected: interoperability. The EC fogmidsa MicrosoftOs
refusal to share interoperability information Oindispensable for competitors to be able to viably
compete in the work group server operating system marRet@ventually Microsoft was finé®60
million. Despite the focus on consumer harms, there is surprisingly little consensus on what
constitutes the excessive pricing that may eventually result from the abuses described Sdioge.
case law and academics bguwoposed criterigé0 This is an important issue in digital markets, as it
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can be very hard to establish the exact costs of digital services. Similarly, the unfairfmsgpotes
involved in predatory undercutting can be hard to establish in digitaketsy where free products
and services are widespread.

These pricing problems relate to the underlying difficulty to measure digital market power. This is
true for any kind of digital goods or services, as evidenced by the continuous disputes over tbe musi
streaming market, including the recent investigation of AppleOs new venture by the Consfission
But it is particularly difficult in relation to personal information, as the power of an intangible asset
such as data can bear little relation to actual sal®@lume. The EDPS8 has proposed that
competition, consumer protection and data protection authorities should Ocollaborate in identifying
scenarios and in developing a standard for measurement of market power in this area. This standard
could then be usetb assess suspected infringements in the three areas.O

5.3.2Mergers

Another aspect of competition law that affects digital identities and their value is the control over
mergers and acquisitions in order to avoid concentrations of corporate power thatlgvalistort
effective competition. The EU regulates operations that have a OCommunity dimensionO beyond
individual countries, based on turnover, through the Merger Regulation 139/2004.

In principle merger regulators could look into whether personal dateegia company excessive
market power, but this is not very common. As an exception, the German Monopolies Commission
has recently published a report on digital marketdich recommend$3 personal datato be
considered, particularly in relation Onew interrservice providers, characterised by low turnover,

but potentially highly valuable data inventoriesO. The Monopolies Commission looked at search,
online advertising and social networks, with concerns about the latterOs tendency towards network
effects andack of interoperability.

US consumer and privacy organisations have called on the Federal Trade Commission to launch an
investigation into the impact of the concentrations of data and digital matkeiEhe call was
triggered by the acquisition of data kker Datalogix by the Oracle Corporation, which would give

the company the ability to consolidate Oa consumerOs various identities across all devices, screens
and channels.O The perceive rebtb track internet users in a much more complex environment
where people access the net via phones and smart TVs has led many companies to follow a similar
strategy. For example Twitter acquired the marketing technology company TellApart for its Ounique
crossdevice retargeting capabilities®.

The most significant digl merger operation examined in the EU has been the acquisition of
advertising company DoubleClick by Godgte which eventually received approval from the
Commission to go ahead in 2008. The Commission, applying the threshold calculation criteria,
initidly determined that the merger lacked a Community dimension, but due to numerous
complaints it had to be considered. The Commission found that the companies were not direct
competitors but part of a vertical integration strategy that was becoming commdimeiisector. The
Commission separated GoogleOs search activities, where the company dominated the market in the
EU, and concentrated on the advertising side. Here it concluded that there were enough
competitors with access to web browsing data that coulbaserve targeted adverts.

The Commission focuesl exclusively on the market aspects of the operation and made clear that
their decision was without prejudice to any data and privacy considera&tioalsout the merger of
two large databases afternet user® behaviour.
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The EDPS has been highly critical of this approach in their more recent report on big data regulation:

OWith such a purely economic approach to the case, the Commission did not consider how tl
merger could have affected the users whoseodiédabe further processed by merging the two
companiesO datasets, conceivably to provide services, perhaps bundled or even tied to the sit
search service, that were not envisaged when the data were originally submitted. The decision
not refer to caumer welfare nor to the users of GoogleOs search engines, even though thi
potentially implicated every Internet user in the EU. It therefore neglected the longer term impact c
the welfare of millions of users in the event that the combined undeftrkirzgiOs generated

by search (Google) and browsing (DoubleClick) were later processed for incompatifie purposes.O

The Commission is currently examining GoogleOs potential abuse of its search monopoly to promote
its own commercial services? But how the tracking and accumulation of personal information
enables an unmatched search accuracy, is not been taken into account by the Commission, who is
Omissing the larger pointO according to the Guardian newspaper.

This case illustrates the problems thagulators have in understanding digital rasilfied markets
with personal information.

5.4 Consumer protection

A Ohigh level of consumer protectionO is enshrined in article 38 of the EU Charter of Fundamental
Rights371 while the Treaty on the Functioningfdhe European Union (TFEU) provides further
details, including a right to information and to form consumer organisasidns.

These protections are justified on the basis that promoting consufeedfare - transparency,
choice, fairness, quality, safety¢.etis necessary to maintain confidence in the markets and helps
promote competition373 In addition there is an imperative to protect consumers from risks. These
risks are traditionally seen in relation to physical health and safety, but this protectiatsds
extended to potential harms caused by abuses of personal information. As explained by the FRA Othe
concern for product safety, meanwhile, complements both the concept of the exploitation in
competition law and the stress in the proposed General D&@tection Regulation on impact
assessmengnd subsequent discussions on a progressivebdsed approach and on the principle of
accountability ¢

Another area of overlap with Data Protection is thdligations of fairness and provision of accurate
information in consumer contracts. Choice and transparency are fundamental tenets of consumer
protection, and also rights under the Data Protection Directive.

Terms and conditions (T&Cs) for digital services and goods are widely seen as probigmatic
particubrly in relation to the use of Technological Protection Measures to control intellectual
property. But most T&Cs will in many cases also contain the privacy policies and form the basis for
consent to the use of data. This increasingly includes agreeirliyetanonitoring of consumption
habits. The Electronic Frontier Foundation has showed the extent of this consumer monitoring in
the e-book market, but other media has similar iss&és.

As we discuss elsewhere in this report, there are growing concerns atheutiability of the consent
model in this context of data protection. In most cases users of digital services are not able to
negotiate contracts or receive alternative services. And this lefckransparency and choice also
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clashes with consumer proteciis. One particularly thorny issue from the point of view of
consumer rights is the definition of OfreeO digital services. In many cases, the service requires the
user to provide information with Facebook and Gmail being some of the-kiesivh examples. Uil

now these services have not been challenged to clarify the quid pro quo, but there are several
regulations that could potentially make them do so.

The 1993 Directive on Unfair Contract Terrd& provides some limited protection and expects
terms to be drdted in plain language, with any doubt about the meaning of a term to be interpreted
in favour of the consumer. The Unfair Commercial Practices Direétivéackles misleading
descriptions, including describing a product as OfreeO or Owithout charge® samsartier has to

pay anything other than delivery or other basic costs. The Consumer Rights Dirgetdefines a

new digital content category that is distinct from other goods and services and includes some new
obligations. These include informing customef hidden costs, but also of any incompatibility,
including technical protections. Unfortunately the directive did not update unfairness and contracts
to the digital age.

In summary, consumer laws could play an important role in the regulation of parstaia.But
these laws need to be updated to the digital age and get stronger enforcement mechdanisnasis

a clear need for more clarity in contracts for online services, and consumer legislation could
spearhead this change.

5.5 Other Regulationfe@ing Digital Identities

5.5.Public Sector Information

The European Commission has a large program to promote open data in Egffopi@s will have an
impact on digital identities in several ways. For example, more public registers containing personal
information may become open data with fewer restrictions on reuse. This could increase the ability
of organisations to build profiles of EU citizens. The main piece of legislation in this package is
European Directive on the Reuse of Public Sector Inforoma(PSI Directivejs!

5.5.20pen standards

Although there is no binding European legislation on open standards, the EU has pushed for it as
early as 1999, arguing that interoperability was a key requirement for the implementation of
eGovernment across th&uropean Unioi82 The Digital Agenda, which is the Commission's plan for

the next years in order to create a Digital Single Market, includes a guide that calls for Othe use of
same standards and technical specificati@#sO.

5.5.3ntellectual Property ahd Database directive

Copyright and intellectual property are important in anything to do with the digital world, as copying
is involved at every stage. Everything we put onling, eets, Facebook status, blogs, etc. is
subjected to copyright, as alkso is any material we may incorporate into our own. Copyright in the
EU is mainly government by the Directive on copyright and related rights in the information society
from 2001384 which is currently under review.

Copyright does not protect simple Ofact@ywhere in the world, so for example much of the data

produced by sensors would not be copyrighted. But in the EU, databases of materials that in
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themselves would not be protected by copyright are regulated by a special Odatabase rightO under
the Databasdirective 385

5.5.4& signatures directive

A 1999 European Union directi$® gave electronic signature the same legal weight as the-hand
written one; provided that they can give enough evidence that they indeed belong to the persons
that claim to use them.In order to avoid fragmentation of the common market, later
communication$$” by the European Commission encouraged the Member States to implement
mutually recognised and interoperable electronic signatures.

5.5.5%identity

Government éectronic identiftation systems have beedeveloped in several European countries
such as lItaly, Germany or the Netherlands.The European directive on electronic commurigation

of July 2014 didn't aim at making elD mandatory (as the issue of having even a paper ID remains
controversial in some Member States), but rather wants to greatly increase the mutual recognition
of elD between countries, in order to facilitate cres®rder business as well as international
administrative tasks for citizens. Though harmonisation igythed, it is not equivalent to a European

elD, or to a European centralising of Member States' elD information

5.5.65Security, surveillance and data retention

After the London bombings of 2005, the idea of a unified framework for data retention in the
Eumpean Union became reality after several years of being pushed for by various coufrges.
controversial directives® was chaoticallftransposed into local lawsas several countries failed to
transpose it before the deadline, aitd implementation was aulled in other countries, such as
Germanyon privacy considerations.

The directive was declared invafiélin its entirety by the European Court of Justice in May 2014,
which made a sharp criticism of bulk datatention as not complying to the principlef
proportionality regarding its aim (national security), and for the insufficiency of the safeguards.
European countrieare now far from harmonized, with countries that have seen their data retention
law declared void, countries trying to take into aceduhe judgment while keeping their laws, like
Luxembourg, and countries going arguably even further in data retention, for instance the United
Kingdon$91 or Frances®?

5.6.7Financial information

Financial data are not considered particular or sensitiva dathe Data Protection Directivé#3 and

as such only the general rules apply. However, the European Union specifically addresses certain
issues such as crod®rder payments via baking transfé#swhich leads to data flows of personal
information. The Euppean Data Protection Supervisor has issued in 2015 Guidelines on data
protection in EU financial services regulati®nto ensure that the right to privacy and protection is

well implemented with regards to these sensitive and valuable data.

The EuropeanJnion is also part of the United States' Terrorist Finance Tracking Prografme
which allows United States' authority access to a database of financial information or the prevention,
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investigation, detection, and prosecution of conduct pertaining to tesraror terrorist financing.

The European Parliament called for the end of this agreement after it has been revealed that the
United States, and notably the National Security Agency, collected millions of citizens' personal data
in this database, bypassihg safeguards.

5.6 Some &y issues with EU Data Protection

The following are some of the areas where the new Regulation may introduce changes. Given the
current state of the legislative process we must make it clear that the outcomes are not decided. For
each topic, we just present the issue, the proposed changes in the draft Regulation, and any
amendments introduced that may limit the effect of the original proposals.

The Regulation is a very large piece of legislation, with currently three versions ulisjaite
totalling 630 pagé®, and it would be impossible to provide a comprehensive summary in this
report. The process for approval may take at least until 2016, but it could be longer, or it may even
fail at some stagis

For the sake of brevity, in thessections we will refer to the Commission as EC, the European
Council as Council and the Parliament as EP.

5.6.FPersonal Data, anonymity and pseudonymous data

The very definition of personal data would appear to be a simple matter, but instead handeoe

of the most hotly disputed issues in this fié¥with critical implications for emerging areas such as
online behavioural advertising and big data. Much of the debate hinges on the effectiveness of
techniques to dadentify personal data, and thtlee likelihood that it can be linked to individuals.

In the current Directive, defining diglentified data is left to Recital 26, which states that data shall be
considered anonymous if the person to whom the original data referred to cannot be iderified

the controller, or by any other person, by any means reasonably likely to be used. But this has not
been implemented in the national legislation of many member states, including the UK, leading to a
very confusing landscaff.

An example of the confush is whether Internet Protocol (IP) addresses used to identify a device
connected to the internet at a particular time are personal data or not. Internet Service Providers
(ISPs) can link an IP to a customer, and some countries such as Germany consigersiéhal
information. But in other countries such as the UK, it is assumed that other people would not have
the OmeansO to link the IP to a real person, so IPs are seen not fully as personal information, but at
best as OpseudonymousO.

The EP introducedhe definition of pseudonymous data in the Regulafipras'personal data that

cannot be attributed to a specific data subject without the use of additional information, as long as su
additional information is kept separately and subject to techoig@nésational measures to ensure non
attribution.This would create a third category of data that would fall under the Regulation, but with
lesser protections. Privacy groups and watchdogs, also concerned about proposals to allow the
creation of pseudoymous profiling as a legitimate interest, have opposed this lower prote¢tton.

According to privacy expert Caspar Bowden, pseudonymous @asaa bit like saying your car plate
number is not fully personal data because you need to ask the authmitiiesmatching. So tracking
your carOs movements is ok until | find out youtth@ime@eference to tracking is very apt, as for
example IPs are used iternet marketers to track online behaviour.
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Advances in computer science have thrown into questgen processes where the data is meant to

be completely anonymised, and whether such data should fall out of scope of data prdtéction
without other considerations. There is still hope the techniques may work in most cases, but many
regulators acknowledgehe bar is a lot higher than expect®d and absolute certainty of
anonymisation may be impossible to guarantee

This is huge for big data, which relies on massive amoaftdata that supposedly has been
anonymised, or at least pseudonymised.

5.6.Xonsent

Consent is one of the main lawful avenueghe processing of data. In the current Directive and all
version of the Regulation, consent must be Ofreely given, specific and informedO, but the EC and EP
want the Regulation to be stronger and ask for Oeitptisnsent@®s, evidenced by Oa statement or

by a clear affirmative actionO. Explicit consent currently applies to the processing of sensitive data,
such as sexual orientatiéti. The EP would also want to see consent tied to a specific purpose and
nothing ele. After pressure from national governmeff&such as the UK, the Council instead has
settled on proposing the keep a weaker definition of Ounambiguous coff§efitils would allow
technology companies, for example, to consider default settings in prograrmasnasvalid form of
consent, while Oexplicit consentO would force them to present users with a choice. Removing
implied consent has been criticised for likely leading to an endless and onerous questioning of
consumersAny changes to the definition of cosrst will need to be carried on to other legislation

that relies on consent, such as thePEvacy Directive we discussed in a previous section.

In addition, there are some disagreements over the role of the Regulation to balance the power of
users and comgnies. The EC has proposed that consent is declared invalid if there is a Osignificant
imbalance® between the data subject and the data controller, and the EP wants to make invalid
contract terms requiring agreeing with uses of data which are unnecessasygplying a servicg?

But the Council rejects entirely the idea that the Regulation should be so clearly sided with citizens
against businesses.

5.6.3 egitimate interests

Under the current Directive, companies can process data without consent. In masgs this will
allowed if it is necessary to perform a specific function or contract, or in an emergency, but there is
also a very pragmatic provision that allows the Olegitimate interestO of the organisation processing
the data (or third parties) to oveide the privacy of individuals. This is a very confusing part of the
legislation, as it appears to contradict the very idea of data protection, but there are some limits to
what companies can do.

The purposes for which the information is used must beacdy defined (so called Opurpose
limitationO) and there should be a balancing exercise that ensures there is not an excessive intrusion
on individualsO rights and freeddisAs explained by civil rights group EDRthis means, for
example, that if you gé your data to a supermarket for your loyalty card, they can use this
information for relevant and related purposes. But they cannot sell your data to a health insurance
company that, again as an example, will profile you as potentially unhealthy bagedrdood

buying habits. In short, data may only be processed when it is not excessive and is done for explicit
and legitimate purposes.
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The EP has proposed to further narrow down the legitimate interests to those matching the
Oreasonable expectationsOtloe persons whose data is processed. In contrast, the Council has
proposed to weaken the purpose limitation to allow for new purposes, and for the data to be passed
on to third parties who could then use it for their legitimate purposes. This would ssyaereaken

the Regulation. Again in EDRIOs wé¥ls:a company you have never heard of can process your data for
reasons you've never heard of, what is the point in having data protection legislation?

5.6.4Transparency and Privacy Policies

As we saw irthe section5.2transparency is one of the most important aspects of data protection in

its current form. Privacy policies are generally long and hard to understand, and in some case
information ostensibly given in one context can end up being used for different things that can

only be found in very small print. To give a scale of the problem, researchers have found over 6o
independent projects attempting to simplify policies, terms and conditions in order to improve
privacy protectiongi4

The Regulatio would strengthen the rights of citizens by forcing companies to disclose more
information on how their data are processed or if the provider has transferred data to public
authorities or intelligence services. Data controllers will have to explain whigdér data they

process for what purposéts There are additional requirements for language to be simplified, and the

EP has even proposed that standardised icons should replace long pages of legalistic language in
privacy policies.

5.6.%Rectification, gability and erasure

The current Directive gives citizens certain rights to control the information held on them. This
includes a right to obtain a copy and to ensure that the information is relevant, correct and up to
date. The Regulation introduces strger provisions in these areas. There is a right to rectification,
in article 16which the Council wants to water down by allowing supplementary notices instead of
corrections416 Accessing your own data will no longer incur a deterrent fee.

Most controversally a new right to erasuré’ and Oto be forgotten® although this part was
removed in the EP proposalhas been introduced that would allow citizens to demand the deletion

of data when it is no longer necessary for the original purpose, or under cediagumstances.
These include withdrawal of consent and objecting to processing under different provishiasas
caused consternation among industry organisations, among other reasons because it brings an
obligation on the controller who has made dataa#able to the public or under licence to chase
third parties so they also delete it. But this right is seen as fundamental to ensure people can control
the trail of data they leave behind in the digital word we saw in the famous case of Gootjea

right to erasure already existed under the current legislation, albeit not in such explicit terms. The
Regulation also makes explicit the need to balance this right with freedom of expression, the public
interest and historical, social and scientific reshar

While most attention has focused on the potential of the right to erasure to raise such cases of
conflicting public information, the impact could be felt mainly by companies who keep private data
and profiles of customers long after they leave themvgees.

But for citizens to have control over their data, deletion and access are not enough, so the EC
introduced a new right to portabilit}® that allows citizens to obtain copies of data held on them in
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electronic format. The EP removed this right, bitet Council has introduced a modified version.
This right has been opposed by many national governments concerned about the WPpaicts
businesses. Countries such as the UK promote a very limited version of this OrightO under consumer
initiatives, such as ibatas2! but these are framed under consumer choice, and tend to be limited to
some sets of data, such as consumption records, bank statements, etc. So it would be unfair to
compare them to a general right to portabilitiwthorities for a variety of reasancan restrict these
rights*22 but the Council has introduced some fairly broad clauses relating to public registers, social
protection and public health; and some very narrow exceptions for archives of former totalitarian
states to keep records of OpolisicbehaviourO.

5.6.6Profiling

Most modern organisations strive to use data to better tailor their services. From health and
security to financial credit and advertising individual pictures of users are created through the
collection and analysis of theibehavioural data. This profiling can have positive or negative
consequences, possibly at the same time, e.g. targeted adverts may be more relevant but also creepy.
The negative consequences of profiling can be life changing, including the denial of caeglioa

credit for a home.

The current directive does not refer directly to profiling, but instead refers to ‘automated individual
decisionsO. Article 15 says that individuals have a general right "not to be subject to a decision which
produces legal &cts concerning him or significantly affects him and which is based solely on
automated processing of data intended to evaluate certain personal aspects relating to him".

There are some exceptions to this, such as Operformance or entering a contract@ermually
there is a right to ask for a human review of any decision made by a computer on things serious
enough to be considered legal effects (e.g. employment or credit).

The new Regulatio® makes this more explicit by calling it profiling, and broadiesscope from
Olegal effectsO to decisions that Osignifically affectO those profiled by béfinasseslition,
profiling based on sensitive datasexual orientation, trade union membership, etcis now
prohibited, while marketers must give peopla apt out at any time. Privacy experts Hunton &
Williams advise firms that require profiling to start thinking how they will manage proper cof#ent.
Other analysts in contrast believe that the requirements to show profiling has significantly affected
peopk will such a high bar than in practice they may amount to a continuation of business &tusual.

Civil rights groups are concerned about the weakening of the obligations on data controllers to
provide meaningful information about the logic behind the itimgf in the versions forth Council and

EP. These groups are also worried about theimsertion by the Council (after being deleted in the

EP version) of profiling as a possible exception to the rules that could be implemented in Member
State law. Governents can claim national security, defence, public security and even Oother
important objectives of general public interestO to profile citizéhs.

5.6.MData Protection by design and the Risk based approach

Privacy by Design is one of the most importanincepts developed in the past two decades in the
field of privacy. We discuss it in more detail in section 6. The draft regulation introduces the
principle of Data Protection by design and defaitadapting the above concept to mean that
companies shouldébadopting a proactive approaghere technical and organisational measures are
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taken to ensure compliance with the requirements of the Regulation. This includes designing services
to require a minimum of data for providing a service, and with privacydhiedefault settingsBut

this positive principle is being undermined by tBeuncil, which has introduced severe qualification

on the principle, following a soalled Orisk based approachO that allows companies to take Ointo
account of the nature, scopepntext and purposes of the processing as well as the likelihood and
severity of the risk for rights and freedoms of individuals posed by the proceggmcaording to

civil rights groups, this undermines the essence of data protection by default, aes thie
companies an unchecked right to decide whether or not to comply with obligations that would
provide citizens with high standards of data protectiéh.

5.6.8nternational data flows

European data protection laws restrict the transfer of data to wwoies without adequate
protections. This is a major issue for international trade and subjected to much discussion, mainly
with the US government and American businesses. But it is also important for organisations building
decentralised social platformi.there are no national protections, organisations must rely on other
legal binding agreements to transfer data, such as: binding corporate rules (OGB@Ra0®)ta
protection clauses adopted by the Commission; standard data protection clauseseddoy a
regulator; and contractual clauses authorised by a regufator.

It is beyond the scope of this paper to provide more details of this highly technical area, but it would
be advisable for any implementation of the DCENT platform that involves sgmubnsonal data
outside the EU to seek specialist advice once the Regulation is approkedeP is trying to also
enforce controls over the handling of data to third party governments, including for security and
surveillanceAn article with such controlsvas already contained in a first draft of the Commission's
proposal, but deleted after intensive lobbying of the American government. It was put back by the
Parliament after the Snowden revelatidfsThe Council wants to remove this article.

5.6.Qurisdction and one stop shop

Some of the most fareaching proposals in the new Regulation relate to the procedures and formal
structures of data protection, as part of the harmonisation drive. Key aspects here are the
introduction of one stop shop concept aradbeefed up role for a European Data Protection Board.

The 'onestop-shop' approach means that citizens can go to their national data protection authority
for complaints that cover data abuse anywhere in the EU. Conversely companies will only have to
dealwith the authority in the country of their main establishment. There is basic agreement among
all parties on the principle, but the Council would like this system to only apply in Oimportant cross
border cases®. The Council has also introduced very complbureaucratic procedures that may
completely undermine the concefi* As part of this harmonisation, BEuropean Data Protection
Board, composed of national data protection authorities, would be the arbiter with the capacity to
make binding decisions foases of Europavide relevancéss

According to Jan Albrecht, the MEP who led the drafting of the EP version, these changes will stop
the OQrace to the bottom' in EU member states with weak law enforcementO.
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5.6.1Enforcement

Adequate enforcement makes| #éhe difference for citizens, as many countries around the world
have decent data protection on paper but no effective ways to make organisations comply. The
current enforcement regime is fairly weak, but the Regulation could make a big differenceghlthou
this is one of the areas that have suffered the heaviest corporate counter lobb$ingng
proportionate sanctions are needed to focus corporate priorities. The EC and the Council propose
fines of up to 2% of global turnover for severe cases of illdgtl processing, but the EP has raised
this to 5% up to! 100M. This seems a lot, but for example in the case of@ntipetitive practices,
those guilty may be liable to a fine of up to 10% of their total group turnover in the preceding
business yea#’

Fnancial compensation to those directly affected is still secondary to fines. But the proposed draft
introduced stronger options for the collective defence of citizensO rights. There is a new right for
public interest organisations to act on behalf of @tiz and consumers by means of collective
complaint actiond38 But the Council wants to preclude these class action suits, so organisations
could no longer be mandated by more than one citizen to complain on their behalf, or possibly take
collective complaits in their own name. In addition the Council wants to restrict any action by
public interest groups only to Data Protection Authorities, not cou4pes

5.6.1Research and science

The scientific research community and related industries, particularly énlith scienced°, have

been some of the most active groups lobbying around the Regulation. Researchers believe that some
of the provisions in the new law would make their job unviable, going as far as claiming that the
Regulation Ocould make cancer reshaimpossible®. The problem centraliseson the stronger
requirements for consent to be related to a particular purpose, which in their view would not allow
the reuse of databases for many different research quétféhe EP introduced exemptions to
consentwhen Othe processing of medical data is exclusively intended for public health purposes of
scientific O[E] research (that) serves a high public interest, if that research cannot possibly be
carried out otherwiseO. There are also requirements to apphyddatification techniques. This has
been rejected by the sector, which gthe Council to introduce stronger exemptioffs, including a
consideration of broad consent in a recital.

Privacy organisati@and also groups concerned about corporate power in thelkle sector have
strongly opposed weakening the exemptittiswhich they see as going back on current protections,

for example in allowing the sharing of pseudonymised health data with any company, including
Google, without consent. In their view, the issige not about data for saving humanity or curing
cancer, but simply about the corporate exploitation of sensitive personal information by big
businesses, including some that happen to make their money by selling medicines. Their opponents
claim that nowadgs vital research is carried out everywhere and it is impossible to separate big
business from public interest. This is a really difficult issue as clearly both sides have a point, and it is
guite unfortunate that public interest organisations working dffiedent aspects privacy and health

- have ended up in such an entrenched conflict.
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6. Economic, policy, and technical
alternatives for identity

6.1 Economic strategies

6.1.2 The economics and ethics of technology

The economics of technology is a broéidld that can include studies on how firms use existing and
future technologies, the consequences of government intervention and regulation in technological
change and technological proliferation, the implications of technological innovation for therewelf
(economic and other) of different social groups or the efficiency of government subsidies to promote
technological innovation, among others.

However, when dealing with the study of the economic impact of technology, it is common to find a
discourse thaidescribes technological developments in terms of novelty and progress. Olt is common
for new technologies to be hailed as signalling a fundamental change in the way we live and
communicate, and as having the ability to efficiently solve problems thantilpthe technologyOs
arrival had not yet been identified as problef#sThis uncritical belief in the abilities of engineering

or technological solutions to solve social problems is referred to as@technological fixQand is
exposed every time the solion to a social problem is limited to the possibility of buying or
developing some technical solutié.

A few recent examples are a case in point here. In the casboadfy scanners in airports, a
development that caused significant amounts of controveaftgr their introduction in 2012,
specifically due to their perceived intrusiveness and impact on peopleOs dignity and privacy, Hallinan
and Friedewald” review existing figures and conclude that at the EU level the evaluation of the
costs of such systemenly include Odirect and identifiable costs of deployréritOthe US, the
Transport Security Administration (TSA) Ohas not conducted a cost analysis at all, despite specific
observation from the Government Accountability OffiééOrhe authors mention anndependent

study that, taking into account the indirect costs of besbanner deployment, the economic
implications of the perception and feeling toward body scanners, the potential economic impact of a
terrorist attack and the reduction in risk due to ¢éhapplication of body scanners as a security
measure, concludes that body scanners would need to disrupt at least orarigSating attack

every two years to justify their coge°

Smart metering systems currently being deployed in the EU are another exari@t has caused
controversy around privacy issues, so much so that the European Data Protection Supervisor
(EDPS) warned that while Osmart metering systems may bring significant benefits, it will also enable
massive collection of personal data which d¢eactk what members of a household do within the

privacy of their own homesO, and urged the CE to Oprepare a template for a data protection impact
assessment® and Oassess whether further legislative action is necessary at EU level to ensure adequate
protection of personal data for the rolbut of smart metering system&®D.While the ECOs
Directorate-General for Energy (DG ENER) has announced that a template for a Data Protection
Impact Assessment (DPIA) and guidelines on @Bmtefit Analysis methodology, kedits and costs

will be developed, these have not yet been made public.

As these examples show, there is an emerging consensus around the need to develop and improve
the methodologies used to assess the costs (economic, ethical and social) of new teiaholog
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developments, especially when they collect personal data and impact on privacy and fundamental
values. However, an Oeconomics of {fatensive technologiesO is difficult to develop independently

of the goals and context of each specific project dtiative, and an understanding of the economic
impact of the identity market will necessarily have to learn from methodologies and approaches
developed for other related fields. The lack of specific methodologies and guidelines, as well as the
difficultiesintrinsic to the evaluation of the monetary cost of intangible goods, are now delaying the
process of impact assessment becoming a necessary step to assess whether a new technology is
indeed useful, necessary and socially desirable.

Therefore, current asessments of the economic impact of lasgmle technological projects not
only tend to use very abstract figures and methodologies, but also fail to take into account the
opportunity costs of technological investmebBis Grahamemphasizes, investment iachnological
solutions is unquestionable, even when it is done at the expense of social invesitidrs broad
spread technological determinism is probably one of the reasons why promoters of technological
expenditure have been able to justify large amdtly projects without providing investors with
detailed analysis of the costs, benefits, impact and alternatives. As therakatiened case of the

US Transport Security Administration (TSA) shows, the belief that technology is a superior solution
to anyproblem translates into large investments being made without the necessary precaution in the
management of financial resources.

In 'The Limits of a Technological Fix to Knowledge Management', for instance, Currie and Kerri tell
the case of the CEO of alarmaceutical company who decided to invest in knowledge management
software. They quote one of the employees saying OHe intuitively believes there is value in it.
Reflecting this, unlike most other things, he hasnOt asked for its value to be provead.
investment in technology is thus seen as a good investment, regardless of its cost or impact, which
are never evaluated as value is taken from granted. This has a deep effect on the economics of
technology, as rational assessments and deeciwi@king proesses are clouded by assumptions and
beliefs that broaden the gap between problems and solutions.

6.1.3 Ways to measure the value of privacy

The value of personal data continues to be an undsearched field. Most current insights come
from economists ad scholars working on the economics of privacy and studying the economie cost
benefit tradeoffs individuals undertake when disclosing personal data in economic transactions and
the competitive implications of the protection of personal data for serviceviglers. Most of the
existing literature is based on surveys that explore the social exchange aspect, economic
experiments implementing real transactions are still scé&tkloreover, most existing research uses
behaviourbased pricing and product persoisalttion as a way to determine what value can be
assigned to the customerQOs privacy concern.

In order to assign a monetary value to the right to privacy and its infringement, most studies use two
alternative methodologieBthe willingness to pay/accapdthe cost of corrective measures

Willingness to pay and willingness to accept

According to economic theory, in a perfectly competitive market the price of a commodity or good
reflects the value that consumers are willing to pay for it. In the case odg@yjwvhich is a good that

has no market price, the willingness to pay can be a good way to monetise its value. In order to
calculate this willingness to pay, several methodologies can be used, soohtiagent valuatjon
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based on distributing surveys ampusers and exploring different alternativ&sThese surveys can
attempt to find out how much users/consumers amilling to acceps compensation for their loss of
guality of lifeBin this case, loss of privacy.

There is an extensive literature on calations made using surveys in matters related to
environmental damage. Valuation methodologies of this kind were used in the case against Exxon, to
calculate how much the corporation should compensate those affected by the Exxon Valdez spill in
Alaska in 989456 However, there are no similar precedents in the field of privacy, and so
alternatives have to be found. A good option is the use of controlled experiments, a tool that is
being increasingly used in the valuation of intangible goods. When theserdeel caut in adequate
conditions, the results are consistefsit. Two of such experiments are worth mentioning, as they
provide some useful reference values. One involves giving away a gift card to use in a specific shop.
The card has a specific value if tbarrier choses to use it anonymously, but if he or she accepts to
provide their personal data, this value is increa®edVith this controlled experiment, it is possible

to arrive to a figure representing the percentage of people that prefer to remain anong and

how much they are willing to pay for their anonymity. A 2009 experiment along these lines found
that the value of privacy represents between 1.3 and 8.7% of the value of the product that is
obtained in exchange for oneOs personal data, depeningat alternatives are provided. Overall,

the authors decided to set that value of privacysa8%of the product price.

The same authors studied the relationship between Owillingness to payO and Owillingness to acceptO
While the willingness to pay is ¢hmaximum amount a person is willing to pay, lose or exchange in

order to receive a good, the willingness to accept represents the minimum amount an individual is
willing to receive to give up a good (in this case, privacy). They conclude, as most éthtile

shows?59 that in the Owillingness to acceptO scenario the value of privacy increases by 70%, and
therefore the value of privacy is set at 10% of a productOs price. Another useful study is OData Users
versus Data Subjects. Are Consumers WillingRay for Property Rights to Personal InformationO,

Rose explores different price ranges and different options to explore how much would people be
willing to pay for privacenhancing systems and concludes by setting the price of privacy at 12% of

the produdOs retail valu€?

Cost of corrective measures

An alternative to the methodology just described is to start not from the consumerOs willingness to
pay or accept, but from the principle of interchangeability. This method calculates the costs of the
measurs that need to be implemented in order to reduce the impact of a negative externality. In
the case of a specific service such as data brokerage, for instance, the cost of corrective measures
approach would take into account the cost of developing and implging software to anonymise
personal identities.

The bright side is that this method is relatively easy to implement, as these costs are usually easy to
calculate. On the dark side, this methodology does not address the origin of the problem, and it is
not always guaranteed that these corrective measures will guarantee the privacy of the citizen/user,
as only the most problematic aspects are usually addressed using corrective measures. In the
experiments carried out suing this calculation, the cost ofacy is considerably lower than the
figures found using the previous alternative.

Another methodology worth mentioning, which is less centred on the monetary value of the
fundamental right to privacy but broader in scope d&évacy Impact Assessments (PIA s),
which have proliferated in the last few years in countries such as the US, the UK and Australia.
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PlAg6!l assess whether and to what extent privacy is affected by a specific initiative, and identifies
whether the necessary steps have been taken in ordecdmply with the legal framework in terms

of gaining consent from the data subject, establishing who will collect the data, for what purpose and
who will have access to it. They are Oa way to detect potential privacy problems, take precautions
and build &ilored safeguards before, not after, the organisation makes heavy investments. The costs
of fixing a project (using the term in its widest sense) at the planning stage will be a fraction of those
incurred later on. If the privacy impacts are unacceptalslled corrective measures are not
developed or fail to do away with the privacy infringement, the project or initiative may even have to
be cancelled altogether. Thus, a PIA helps reduce costs in management time, legal expenses and
potential media or publiconcern by considering privacy issues early. It helps an organisation to
avoid costly or embarrassing privacy mistakés.O

PIAs are therefore, an Oearly warning systég@seful mainly in terms of ensuring legal compliance.
While costs are mentioned in soenPIA methodologies, the possibility of assigning a monetary value
to a privacy infringement is not explored, and the theoretical savings in efficiency and early detection
of potential failures are a commesense assumption and not the product of a privaaiculus. PIAs

may thus contribute to a better understanding of the privacy implications of a technology or
surveillance initiative, but they are ndirectlyjuseful for an economic assessment.

More recently some authors have explored a broader versionPofvacy Impact Assessmeris
Surveillance Impact Assessments (SIAs). The main differences between the two are mainly that SIAs
have a wider focus (they address the impact of surveillance systems and projects not only on privacy
but also on other social, @momic, financial, political, legal, ethical and psychological issues), are
principally focused on groups or society as a whole and engage a wider range of stakefédlders.

PIAs and SlAs are assessment methodologies that take into account costs and bboefase
broader than a financial assessment or a dmstefit analysis. They should however include specific
methodologies to assign monetary value to the infringement of fundamental rights and values in
order to become a useful tool to assess the ecoriosnof technology and the cost of personal data
and identities.

Structural transaction costs

In the specific context of the US, where constitutional protections are a balancing act and judges
need to assess whether (privacy) rights have been infringed apd make adjustments to ensure

that people continue to enjoy them, some authors rely on SurdenOs Ostructural privacy rightsO
proposakss His contention is that the costs of daiatensive technologies (physical, technological

and otherwise) act as nelegal structural regulators of technology proliferation. However, if these
costs are lowered, this can impact on the structural regulators and quickly alter the playing field in
terms of incentives. According to this theory, the relevant actors should resegthis and make the
necessary adjustments by developing new legal protections, creating a situation in which new legal
costs compensate for the diminishing financial costs.

On the basis of SurdenOs theory, Bankston and Séitdeivelop a case study on th@iminishing
economic costs of technologies to collect information on citizens (GPS, mobile tracking, IMSI
catchers) to contribute to better decisiomaking. Their premise is that on the face of ever
decreasing economic costs, and therefore lower structwasts, there is a need for increased legal
protection of privacy rights.
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Figure 13. Hourly costs of different location tracking techniques. Source: Bankston and Soltani.

6.1.4 A New Deal on Data

MIT professor Sandy Pentland, -fmunder of the ID*3 prgect, has proposed that we need a
complete rethink of how personal data is used, what he terms a ONew Deal on DataO. Pentland has
been working for over a decade on what he labels Oreality miningO: how to use the data we generate
though mobile phones to btdr understand human behaviour and interactions. In a pioneering paper
from 2004 his team mapped the social networks and behaviours of 100 mobile users using call logs
and bluetooth proximity datae”

The growing ability to monitor and predict human behaviérom mobile data has the potential to
transform public policy, governance and management. But there is one big stumbling block around
the privacy of end users and data ownership. Pentland proposes a new deal that will help Ocreate
value for the produces and owners of the data while at the same time protecting the public
good(¥se

His concern is avoiding a situation where either the data is held by companies and not used for what
he calls the OCommon GoodO, or governments develop big brother monitostegnsyinaccessible

to the public. He calls for Oworkable guarantees that the data needed for public goods are readily
available®?

Pentland®s new deal would be based on regulation supporting an open information market approach
to data that would allow pedp to give their data in exchange for monetary rewards. But as a first
step, this requires that people own their data. The other tenet of the new deal would be to
implement default data aggregation or anonymisation, as this would be enough to gain valuable
insights. Transparency is a prerequisite, important to understand who holds the whole picture of the
individuak7o

These proposals have been widely discussed in business circles, as Peatland has a very high profile
and is connected to institutions such #¥ World Economic Forum. Some data brokers such as
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Acxiom support PentlandOs market approach, where consumers can decide, as they believe that
thesis more effectivérl

Giving people ownership of their data is more complicated thampjpearsPentlandQdea of what
ownership would mean in practice possess, control, disposelooks quite close to some of the
proposals in the new EU Data Protection Regulation: a right to portability and erasure. He also
proposes an opin by default approach that chimestlwihe EPrivacy Directive.

Anonymisation is also a problematic issue, with raging debates as to whether it can be fully effective
at the individual level. After a string of high profile cases where individuals were identified in
anonymised datasets, thehas been a move to acknowledge the limits of these technitfa@ut in
response, advocates of anonymisation argue that those cases are exceptions built into a OmythO, the
techniques work well on an everyday basis, and we would be hampering the potdrttigl data if

we stopped their usé73 Still experts in the field caution that anonymisation is not a Osilver btitetO.

In any case, it is unclear how to establish the ownership of anonymised data, as in most cases it is
not recognised as personal informati and it would not be possible to link it to an individual.

More generally, it is also unclear how a market approach would deliver the public good, when
markets consistently fail at this in other domains. The imperative to make data available would
appearsome form of controlled expropriation. In the case of built infrastructure the state has a clear
role in taking over land, but with data would private companies also have a right to demand our data
for the public good?

6.1.5 Democratising Monetisation

A quick search on Google shows that most of the discussions about the monetisation of personal
data centre on developing the ability of firms to generate income from the data they hold on their
customers or data acquired by other means. The ability of iddals to generate income from their

own data is a concern for a minority of organisations that are part of the movement towards user
centric personal data ecosystems.

There is no fully tried and tested model for the monetisation of personal data by indigidbut

many different experiments are currently taking place. Some projects, including some personal data
stores and data cooperativé®, focus on controlling access to personal data by third party
companies, with the benefit for individuals coming inniyaihrough enhanced privacy and to a lesser
extent money generation.

Other projects try to enhance the capacity of individuals as consumers to get better pries or quality.
Collaborative shopping or crowdfunding platforms andcsfied Ointentcasting® t# - which
allow prospective buyers call for offers in their own term@ principle could reverse the situation
where commerce platforms learn everything about their customers for better or worse.

The straightforward sale of data is common with companied even public bodies. The UK driving
license authority made £25m in five years by selling personal details of millions of motorists to
parking enforcement firm&7 But it is a lot less clear for individuals. Despite some high profile stunts,
such as Duth student Shawn Buckles selling his data soul for 33® this area remain highly
speculative. Projects such as Datac@iand Citizenméso have different models with one getting
buyers to pay and the other one taking a cut from sellers. Both have startduliid sophisticated
technological platforms, but apparently there are no actual buyers for data so far.
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The company Handshake takes a different approach, focusing on market ré8ggramising to

Oturn what has previously been stolen into a currency wharh be traded®. Data is already used

as a form of currency by companies. For example traffic app Waze expanded into Latin American
swapping data generated by its customers while using the service in exchange for high quality
mapsiss

6.16 Consent andditsing

We have discussed strategies based on the premise that individuals should be able to own or control
their data and extract value from it. But as we saw in the previous section, selling personal data is
not simply selling the information itself. Tlentrol required for the monetisation of data implies
giving access to the data while establishing certain conditions for what can and cannot be done with
it, who else may have access, etc. These conditions are normally expressed in consent agreements
and privacy policies, which are established by tlaa controllewith little room for debate or input

from the data subject

There is plenty of room for improvement at the policy level, increasing transparency and choice for
individuals, and we discuss tlrissection 6.2.5. But if we are to reverse the data ecosystem to out
individuals at the centre, turning it into a sellersO market, consent would also need to change to
become part of the supply side of data. This is particularly the case when the ddieedfly
generated through wearable sensors or other systems that do not require a platform whose owners
could claim a stake in the data.

If the current system were to be turned upside down and individuals truly owned and controlled
their data, the condibns for the processing of data set out by the individual would constitute the
basis for an organisation to accept to engage and use the data. This would not be exactly a privacy
policy or a consent form, but a different kind of contract or license to uke data. As Mireille
Hindebrandt has put it, we need to move Ofrom consent to legality and mutual empowersfentO.
Importantly, these arrangements would need to apply to data that has beédeddfied and may

not be covered by privacy policies.

From the ndividualOs point of view, making information publicly available tends to be perceived as
giving up any claims to further control, even if this is not strictly true at least in Eugontrol

would mean being able to define specific purposes and us#staf e.g. banning military uses. As we
saw in section 5.5, in the EU there is a drive towards explicit and specific consent, where
organisations must clearly explain the purposes for which each kind of information will be used. The
challenges of being abto define flexible and broad purposes of data uses while being specific
enough are a major concern for researchers. But this is an issue for any innovative use of data, even
in a model where data subjects can define the purposes. In relation to monatistiie conditions

may need to be more specific about the processing of the data than purely from a privacy point of
view.

Given the complexity of data ecosystems, user defined conditions would need to control further
transfers of data to third partiesnlorder to be effective these should also apply teusers of data.
Currently this does not involve the individual originating the data, although in the EU there should be
some continuity in the purposes for which the new organisation will reuse the dédtih should be
consistent with the original privacy poli¢8.But what about inferred data? Should individuals retain
some control?
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Pentland and his colleagues working on the New Deal on Data acknowledge that in the complex data
processing we see todayragular user control downstream is hard to achieve. They propose a
combination of business practices, legal rules and technical solutions around the concept of Oliving
informed consent® This starts with transparency over what data is held by whom, andathikity

to authorise any sharing while understanding the implications. Pentland is also involved in developing
the Open Mustard Seed (OMS) trust framework, which we discuss in section 6.2.6. OMS manages
user preferences for data sharing was partroénifsts that captures the Ooperating rulesO for a
community of trustss

Changes in circumstances present another challenge to models of control and consent. As we saw in
section 5, this is a serious problem in relation to research, as scientists wish to resmithe data

they hold for different projects. The need for more dynamic consent models has been explored by
various projects, such as the EU funded EnCoRE collaboration between industry and academia. The
project built tools to allow individuals to changketir consent preferences over time. This included
sophisticated technological measures such as cryptographic Osticky policiesO that helped ensure that
these consent preferences remained associated with the data they referrigél to.

As discussed elsewhere, ppable consent is an impotent issue in health and research, and here is
where we have seen the most innovative developments. John Wilbanks from Creative Commons
advocates a Oportable consentO. This is based orppen @onsentpproach that prioritises ata
sharing over control in order to build a data commons for research, and first developed by the
Personal Genome Project at Harvard Medical Sch#&dWilbanks- through Sage Bionetworksis
developing a tool called Portable Legal Consent (PLC) for anydre would like to donate their
health data for research purposes with little restrictions; and who are prepared to take some risks,
such as being raentified. PLC provides a web based consent form that allows the data to be shared
with various organis&ins, and for more than one research projeét.

The current working model of this system is an improvement over traditional consent forms, but it
does not yet allow for consent to be carried forward to third parti¢¥.Apple has developed a tool
called ResarchKit which allows for the gathering of consent in an easy mafiand Sage is using it
for some research studie’4

6.1.7 Sellnanagement models: Data cooperatives

The arguments for data cooperatives are fairly simple and as in the wider cooperativenrant

they are centred on the pooling of resources for the direct benefit of the collective and other social
values. Cooperatives have a long tradition and are well established in many other areas. They
operate under shared ownership and direct democraayne member one vote instead of share
voting blocs.

Discussions about data cooperati$®shave looked at issues of transparency and governance that
are shared by many other cooperative organisations. But in the case of data there are some added
complicdéions. Personal data is critical to sedfpresentation and autonomy, and transferring data
give the organisation power over the individual. Issues around informed consent and wider data
protection remain even in a membégd organisation.

In cooperatives,trading in established economic sectors, such as industry and agriculture, the
processes for adding value are widely understood but in the data economy it is less clear how and
when value is added to data and how much of that value should be returnedtidaick individual.
Transferring the data outside of the organisation for aggregation is a particular problem. These
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guestions are broader than cooperatives, but these are forced to confront them head on. Traditional
cooperatives N with notable exceptionssuch as the UK Cooperative Bank and associated
organisations and the Spanish Mondragon Coooperative ConglomBratnd to gather individuals
working on a focused project. But more recently the idea of cooperative organisation has extended
to other kinds o multi-stakeholder projects for social objectives such as health or education. Given
that the direct economic benefits of trading small scale raw data are unclear, data coops may benefit
from a wider constituency and a clear public benefit approach.

It is important to distinguish between cooperative developmeRtssuch as open source software
and crowdsourcing projects like Openstreetméb and cooperatives proper. A lot of cooperative
development is not matched by a real Cooperative organisation behinen Eemocratically

governed collaborative neprofits projects such as Wikipedia wouldnOt fit the criteria.

The Good Data Coop

The UK based Good Data Cooperatit?® allows its members to make some money by becoming
active players in the online behaviouralvadising ecosystem. The coop provides an -dracking
browser extension to stop third parties from collecting any data, while collecting search queries
from its members. There are restrictions on sensitive data such as health, sexuality, etc. andathe dat
is not linked to personal information on file. The organisation then sells that data-targeting
networks which specialise in the tailoring of online advertising. The monies paid to tracking
companies is then paid to the coop, which splits the psobietween social lendingthrough the
microcredit platform Zidisha and technical development of the platform. The coop is at an early
stage of development and it is difficult to predict the viability of the model. Given the very small
amounts paid per@vert it would require a very high volume to generate substantial sums. Their
public statement shows that they have made just under $300 from 329 monthly active*Users.
Partnerships with consumer organisations could give this approach the numbers needed.

Datacommons Cooperative

US based Datacommot?§ cooperative takes a completely different approach. Conceived as a
Omovemenbuilding organizationO, it is owned and controlled by other organisations of the social
and solidarity economy movement, such as caafige development centres, and ethical consumer
groups. The coop is a platform for sharing information to amplify the scope and impact of their
membersOO activities. The view of data coops as a model for collaborative governance has been
explored elsewhes#9°,

Health Data Cooperatives

The health sector is one of the areas where cooperative data sharing has generated a lot of interest.
As we saw in the section on the new EU data regulation, health sciences research is a highly
contested area with an ongoirmattle between privacy and health advocates about informed consent
and the role of corporations in delivering public benefits. Building a cooperative data pool has been
touted by many as the solution to these problems.

A cooperative approach to health dataises some additional issues, such as the security of the data
and the need for independent oversight and regulat8nThe health sector will also need to
consider the public interest and balance it with any desire of coop members to monetise thehr heal
data. Restrictions of research based on privacy could be replaced by restrictions based on funding to
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pay for the data, to the detriment of society at large. These balances are quite delicate and difficult to
communicate. For example, the UK Care.dataject to share national health data with commercial
companies has generated huge negative reactions, despite its public benefit rhetoric.

Cooperative health insurance services are common in many places without a proper national health
service%, while cooperatives specialising on alternative mediciffesr areas neglected by national
services, such as mental health are growing elsewhere. But these have not generally developed fully
fledged data services.

Organisations such as PatientsLikéMeadvocate the ope sharing of medical data to empower

users of medical services, who can then compare the effectiveness of treatments, etc. The Data For
Good initiative allows patients to donate their data for research. But these organisations go further
towards Oparticipa-led researchO, enabling wider access and analysis of healtfp4 data
PatientsLikeMe have created the Open Research Exchange (ORE), an Oopen platform for developing,
validating and sharing health outcome measures that better reflect patients® experighcas w
disease®s

PatientsLikeMe empowers people with health issues butultimately it is-prédit company that

makes money from selling data to pharmaceutical companies. It has a strong social mission, but this
does not provide the same assurances formbers as a cooperative. Even if the OmembersO do not
want to receive a share of the profits, this arrangement gives them less control over their data. For
example, their privacy policy makes clear that in the event PatientsLikeMe goes through a business
transition, such as a merger, acquisition, or sale of its assets, personal information might be among
the assets transferre@s

Many other organisations are trying to collect and aggregate health and genetic data. This includes
DNA screening company 23andMe&ho in addition to providing paid analytical services on health
and ancestry also have a research branch.

There are not many examples of existing health data coops but some new projects show some
promise. In the US, Our Health Data Coop (OHDC) is currentlyeating a platform for users of
health serviceso share anonymously their health records so a valid comprehensibasaddeimieal
research database is created to answer: "What is the best treatment for m§d3eHBE2©@n

actual cooperatig registered under MinnesotaOs coop legal system and have considered many of the
key issues around governance and secifity.

Another example comes from Switzerland, where many global pharmaceutical and chemical
companies have their headquarters. HealthBiark SwissociZtZ cooperatifiat aims to become the

VISA for healthcare a®an intermediary to provide a single point of transaction for health information for
individuals, health care providers and resed®shers.O

The Healthbank coop is not fully futi@nal yet but it has a highly professional team with expertise in
finance and research and appears to be a very serious endeavour. One possible obstacle to their
growth may be their 100CHF joining feld some 95EUR at the time of writing. This raises a
fundamental issue for any economic alternative approach to data and identity: the requirements to
raise capital cripple most alternative economic projects and the use if data as currency may not
completely overcome this hurdle.
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6.1.8ata as commons

Describng personal data as oil may be useful from the point of view of an individual firm, but it is not
very helpful to understand the wider implications and how it should be governed in accordance with
rights and freedomsThere are other potentially more usefanalogies in looking at data as a natural
resource. In the discussions about property we saw how data could be understood in analogous
terms as property crossed by a river, giving some rights to the land owner but not allowing exclusive
control, with other users of the river also having some strong rights. Certain resources such as
rivers, certain fisheries or rainforests are described as part of the OcommonsO: resources accessible
to all members of a society, including natural materials such as aim,\watta habitable earf?

The application of the commons model to intangible resources was pioneered by Free Software
pioneers such as Richard Stallmamo created the open first viral licenses that perpetuated free
sharing of code. The Creative Commopsoject has successfully built an ecosystem of legal tools
that allow creators to share all kind of copyrightable works. Several projects have taken this
approach to data, such as the Open Data CommonsO Public Domain Dedication and Licence (PDDL).
Most of the discussions around data commons centre on public sector data, maps or other data by
organisations. The basic idea is that such kind of data can be seen as an economic publt good,
meaning that is both neexcludable and nerival in that individualsannot be effectively excluded

from use and where use by one individual does not reduce availability to others. This public good
approach has been extended to discussions of personal information, which Ois currently treated as a
pure public good and thatada users are the primary beneficiaries of collective economic rights to
personal information due to the presence of asymmetric information and transaction ééts.O

The commons could provide a model for the governance of data contributed by individuals,
particularly data that has had any personal identifiers removed, and where the value of the data
resides in aggregation or big data analytics. When personal data that belongs is taken out of data
protection or privacy regulations by removing any identifiendividuals may lose any rights over it.
Rather than seeing an organisation capture the exclusive benefits of the data, a commons model
would ensure these benefits are available to everyone. Many individuals would want to contribute
their personal data for example data from personal sensors in fithess bantdsa common pool

that would allow them and other people to benefit but would not be hoarded by a single
organisation. There are examples where this is happening in the field of health scienc&bge.g.
University of ChicagoOs Genomic Data Comnighbut still mainly driven by organisations rather
than the originators of the data themselves.
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6.2 Policy strategies

In section 5 we examined the complex legal regulation of identities in the EU butteldbpt
plethora of laws and regulations, people working in the field and public interest groups watching over
the uses of data find that conflicts continue to appear. In some contexts, focusing on strict legal
compliance, even in the most stringent foris not enough.

This is a particular problem when we are confronted with a potential social good that could come
from the use or release of personal information. We saw an example of this in the case of
researchers, but participatory platforms and other g&m public interest projects can also face a
similar tension between the need to protect the data of those involved and the need to make
innovative uses of such data.

In this section we look at some of the existing approaches that have been used twitre#is kind
of situation where we want to build trust and engagement beyond legal compliance.

6.2.1 Privacy and data protection by design

Privacy by Design (PbD) is a set of fairly common sense practices developed by the former
Information and PrivacZommissioner of Ontario, Canada, Dr. Ann Cavoukian in t890s. The
approach is based on the idea that regulation is not enough and we must design technology and
organisational practices with privacy as a key driver.

PbD centres around a set of 7 Foundaatal Principles which we reproduce verbatim:
1. Proactive not Reactive; Preventative not Remedial
2. Privacy as the Default Setting
3. Privacy Embedded into Design
4. Full FunctionaliyPositiv&um, not ZefSum
dichotomies, such as privacy vs. gedenitonstrating that it is possible to have both.
5. EndoEnd SecuriFull Lifecycle Protection
6. Visibility and TranspareDbgep it Open
7. Respect for User Priva&eep it UseCentric

The principles have been applied to a very broad rangagpplications from biometrics in casinos to
remote home caréls PbD has also been developed into a branelven with its own logo- which

has allowed the idea to be marketed quite successfully. PbD has become widespread beyond Canada,
with many organisatits worldwide integrating it into their practices. The global trade body for the
mobile industry, GSMA, has issued PbD guidelines for the development of mobile appliaiities.

UK Information Commissioner recommends PbD, among other reasons because ipbfaotblems

are identified at an early sta§€.The British government has embedded this approach in their
impact assessment for the new smart meters currently being dep$és/ed

The US Federal Trade Commission has repeatedly endorsed PbD in its proposeacypri
frameworks. Their 2012 report on protecting consumer privacy included PbD as one of the central
pillars, together with more transparency and consumer chéiée.
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There have been many criticisms levelled at PdB, despite its popularity. There is nogdbayiRbD

has managed to get privacy taken more surely in many organisations, but some companies struggle to
convert the top level principles into practices without hé#lt is also useful to systematise analytics

and the design of technology and orgatisnal processes, although at certain levels more
sophisticated privacy engineering tools may be requitéed.

But like any popular system trying to provide simple heuristics or a set of general principles PbD can
be a victim to its own success. The prinleip are too vague and general and can be used to justify
practices that would fall short of adequate protections. For example, the Open Rights Group has
been critical of some of the data practices of UK mobile companies, which are selling big data
analytis for third parties??2 Yet most of the companies challenged claimed that their practices are all
driven by Privacy by Design. Similar concerns have also been raised by privacy resé&chers.

When privacy is in conflict with the fundamental business modietsganisations general principles

may not be sufficient. Although some companies may take them seriously, in most cases there is no
legal compulsion to follow the principles and PbD remains a justification for existing practices
without transformative effcts. But this may soon change in EU. As we saw in sebtlrirticle 23

of the new General Data Protection Regulation is titled OData protection by design and by defaultO,
taking its lead from PbD.

6.2.2 Information Accountability

Information accountahty (IA) is not strictly a policy approach, as it entails technological
development. IA as promoted by Tim Berndtee, Daniel Weitzner and othe#® starts from the
premise that current approaches to privaeyand wider information policy for that matter are
excessively focused on access controls. The result in their view is that once information has been
released it is completely uncontrolled. As we saw in the previous sections, this is not completely
accurate for the EU but appears to be the case ia thS and other countries. But in any case they
make a compelling argument that information that has been publicly released should still be used
appropriately.

Another premise of this approach is that information cannot easily be constrained in practite, an
once out it can be combined with other information to generate inferences that are not explicitly
revealed. The information accountability approach aims to build Web technol8giealled Policy
AwarenessN that support transparency and accountability &gding machinesadable labelling
information about data provenance and appropriate use.

Embedding technical controls over the wider uses of data in the Web is undoubtedly very useful, but
it should not be at the expense of efforts to control access ia fhist place. This argument has been
played out in many contexts, such as whether we should protect the right of LGBT people to remain
privateN in the socalled closefN or protect them once their out. It is not a binary choice.

The information accountality approach follows from previous attempts to use web technologies to
support privacy, most famously the Platform for Privacy Preferences (P3P), created in the 1990s to
convert privacy policies into code. P3P has been very influential in the develomhemivacy
technologies, but it has failed to gain traction for various reasons. For consumers it lacked
enforcement and for industry it meant too much transparency. The underlying analysis about P3P
remains applicable to newer attempts to implement infiation controls in web technologies: these
Oneed to be used in concert with effective legislation, policy oversight and other privacy enhancing
tools(p25
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6.2.3 Contextual Integrity

Contextual integrity (Cl) is a philosophical approach to privacy developlddlgn Nissenbaum that

has become very influential in recent policy developments, such as the US consumer data bill. The
basic tenet of Cl is that a Oright to privacy is neither a right to secrecy nor a right to control, but a
right to appropriate(N.B. Itdics in original) flow of personal informatioff®.Like information
accountability, this approach that disclosure is not the end of privacy as some expectations will still
apply about how the information is used.

The method of CI consists of breaking dowet context of an information flow into components:
roles and power structures, typical activities, associated norms and values. The latter are important
to guide any decision on the appropriateness of a particular flow. Contextual integrity is defined in
terms of informational norms: it is preserved when informational norms are respected and violated
when informational norms are breached. Another important concept in Cl is ttasmission
principle, aconstraint in the distribution of information such aorfidentiality, reciprocity or
entitlement.

Nissenbaum answers some of the potential criticisms that can be levelled to CI: that it can be
inherently conservative and support the status quo, e.g. Othe tyranny of the n&¥h&h@ presents

a complex argumenfor why this may not always be the case and why sometimes rules must be
broken. But the nuances in this argument may be lost to some as the Cl approach becomes popular
with industry and some policy makers. Despite the caution applied by Nissenbaunf hinseétea

that people have no right to control their information can easily be translated intopaiviicy
practices and calls for weaker regulations.

One fundamental issue is who can decide a ClI violations occurred. Creating a framework for enquiry
without changing the fundamental power imbalances may not be sufficient. Nissembaum sees the
drivers for decision making in terms of balancing social norms with general values, ends and
purposes. But there are many social conflicts over norms and valuescématot be reduce to a
balancing exercise. In addition, many new technological interactions have no clear precedent in the
offline world, and may rely on metaphors that carry implied norms that may not be correct.

In addition CI requires utmost transpareyy, but some informational contexts such as online
advertising may be too complex for simple heuristics. Nissembaum calls this the Otransparency
paradoxO. The basic ideas around contextual integrity are entering mainstream privacy policy and ClI
is used toanalyse privacy issues by academics. But the detailed implementation of CI into logical
systems to guide privacy decision making has not really happened &8cale.

The overall approach can be useful, but OnormsO can be hard to map the real world, as peopl
constantly change their decisions on privacy.

6.2.4 Social Acceptability

One of the problems with the way privacy regulation has developed is the focus on compliance,
which sometimes leads to accusations of excessive red tape. Up to a point this @dalide, as the

very process of handling data involves developing technical systems and data flows. Checks and
controls should be built at every stage, and approaches such as Privacy by Design can greatly help
here.

But unfortunately sometimes this is #tlat organisations believe it is required, and do not look at
the wider issues. When a scandal hits the news they are surprised at the outcry.
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This was the case with the Renew rubbish bins with advertising screens installed int he City of
London, which siffed the unique identifier (MAC address) of mobile phones in the vicinity that had
WIFI enabled. The company had used this as part of a wider market research strategy, but found
themselves forced to retire the bins after public outg#8and went into admiistration soon after.

The company saw nothing wrong, while admitting to operating at the boundaries of reg&fation,

had even held hackathons on their te8h.They complained the facts had been blown of all
proportion, and that they were not identifyingndividual users, and media reports looked at
capacities that had not been built. In their view they were simply applying internet tracking
techniques to the physical space, like Ocookies for the §tet

WIFI sniffing techniques are indeed used to peahdividual customers, including by retailers such as
Nordstrom in the US33 and this would have been questionable in the EU. But it appears that the
UK company did nothing illegal. More transparency, possibly a big sign on the bins, would have
helped inprove their accountability, but they just miscalculated the acceptability of their project. The
company providing the underlying WIFI tracking technology to Renew, Presenc84bids survived

the scandal but now wants to listen to end users and privacrmigation§3s

The difficulties in assessing privacy afttitudes

Seeing privacy as a social good that requires consensus beyond the narrow technicalities of
compliance is a good approach, but in practice thameproblems with measuring privacy attitudes.

The US privacy group EPIC maintains a list of privacy related published Sgfritesisconsistently
reports high levels of concern. The UK ICO has published a report on what the public wants from
data protection laws, including control, transparency,%fc.

Yet in practice individuals appear not to follow on those concerns and continue to share their data.

This conundrum has been investigated by researchers such as Alessandro Acquisti, who has
concluded that most people apply all forms of cognitive biasesita@y decisionOThere are reasons

to believe that consumers act myopically when trading off the short term benefits and long term costs
information revelation and privacy invasfns.O

In this context it is understandable that most companies mayebelthat the public will not care.
Perceptions of privacy are context dependent. We must be careful not to assume that a willingness
to share personal details in social media automatically translates into lower concerns about sharing
of data on tax, healtheducation or social security. Privacy is also heavily dependent on exposure and
direct experiences, such as media scandals or a close relative suffering identity theft. So what appears
to be ok today may cause outrage tomorrow. There is an element ofreaiptability on what is

going to generate a reaction, but striving to build a broad social consensus is important.

6.2.5 Terms and contracts

Transparency is the basic foundation for any strategy to improve user led control over digital
identities. Any tehnical or organisational innovation will need to be explained and accepted by users.
As we saw in section 5, there are many problems with the way privacy policies and terms and
conditions currently work. They are too long and complex and few people dgtuaad them. In
many cases they just present long lists of types of data that may be collected and long lists of
potential activities to be performed on the data, which leave the end user none the wiser about what
is actually happening.

Pagel06 of 137



FP7BDCAPS- 2013 D-CENT D3.3 Research on Identity Ecosystem

Marketing driven dta platforms such as Google and Facebook are particularly difficult as they
combine data from various sources and track internet users in and out their applications. Terms and
policies are also a particularly thorny issue with mobile apps, where the ambdata collected can

be a lot more intrusive and in many cases there is no policy document®at all.

Many projects are trying to help solve these problems. For example, mobile app developers Docracy
have released a simple open source generic privadgypfar mobile apps with variants for collecting
location data and advertising funded modéts.

Many projects attempt to communicate policies with visual ic8h&ut given the complexity of

most policies this may be hard to implement without simplifying tradicy itself, and could
potentially mislead users. There are many examples where this is being put into practiced. The EU
funded PrimelLife project developed two sets of icons: for website's data handling and for data
disclosure in social network sité® Like most other similar projects the icons have not gained
widespread traction. One issue with icons is that in order to be quickly understood they would need
to be consistent across many websites and platforms.

But even in the best possible scenario wheraicies are simple and easy to understand there are
limitations to what can be achieved. The policy is meant to inform the user about what is going to
happen so s/he can make a decision. But in most cases, these are spurious choices. When it comes
to using dominant internet services the choice can be social participation eosgHcism.

6.2.6 Trust frameworks

Trust frameworks are one of the alternative solutions to the concentration of power on corporate
identity providers. These frameworks consist arcombination of legal and social arrangements that
allow individuals to have more control over their data, and organisations to collaborate in a less
centralised manner than if one single dominating company were to provide a platform, as in
FacebookOssm They normally rely on a shared technology platform, such as a personal data store
or personal cloud where the data is primarily stored.

The Open ldentity Exchange supports two trust frameworks from Mydex and Respect, which consist
of agreed principlesuch aOwe will respect each otherOs digital bouréisvieigOthese are positive
developments it is unclear to what extent they can be enforced, and importantly, whether they
would provide any more or less protections to end users than simply hatingg data protection

and consumer regulation. Most of these frameworks still require individuals to trust an organisation
to behave ethicallylrust frameworks have also been proposed in relation to openingo¥ernment
services#sand are in place in adamic institutions with the Eduroam system which allows students,
researchers and staff from participating institutions to obtain Internet connectivity across campus
and when visiting other participating instituticit§. The UK government has developed arerndity
assurance scheme based on similar principles, where prospective usegooémment services can
register and be authorised via a network of external identity providéts.

A slightly different approach has been taken by the Institute for Data Brivesign (ID*3), created

by digital identity pioneers Sandy Pentland, John Clippinger and David Bollier, who have collaborated

with the WEF. ID*3 aims to make trust frameworks available to common internet users. Their Open

Mustard Seed (OMS)is an opeswurce framework for developing and deploying secure and trusted cloud

based and mobile applications. OMS integrates a stack of technologies includivesdarthustes

execution environments, blockchain 2.0, machine learning, and secure mobileasad ctoaputing.

This platform enables the managed exchange of digital assets, cryptocurrency, and persof&l information.(
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The ID"3 has gained traction with Bitcoin compari®sThere is a fundamental connection between
digital currencies and identity. €lidea of data as currency we discussed in the previous section has
more profound implications for digital identities and society at large. Digital money expert David
Birch proposes that digital identities can lead to a cashless society where currekeidgitioin
become the norm®30 For Birch the main reason we need money is to give us enough trust to trade.
In the past we could have achieve this with face to face personal trust or letters of credit, and now
we start to use non monetary mechanisms sucltasis and mobile payment systems.

New digital identity systems can build the trust that until recently required a national bank and cash.
The technology behind Bitcoin, the blockchaia distributed edger protected by cryptographyas
proved a very vesatile technology for authentication without the need to rely on a central authority.
There is even a project called Ethereum to develop a complete intdiketcomputing environment
based on blockchain technologies to allow applications to communicdb®wtiany central trust
service.

6.3 Ethical frameworks

6.3.1 Ethics

There is a growing interest in the ethics of information, particularly in the context of Big Data, with
whole books dedicated to the subject. Ethical approaches to data processindswil@ beyond

what is legally acceptable to ask Oare we doing the right thing?O. It is fundamentally a process of
enquiry that may not give easy answers without effort. This enquiry can be broad and include
questions on issues that are outside strict pdydaws- such as creating monetary value from usersO
data.

It is important to stress that Ethics are not a substitute for compliance for proper legislation and
respecting human rights and should build atop these. But this is not always the case in gbme of
proposals in circulation. For example, writers such as Kord Davis remove fundamental rights from
the equation and leave individuals at the mercy of companies making the right de&igibis is
unfortunate, as some of his proposals are quite souridpagh very centred in US business culture.

His proposed process would start with an organisation articulating its fundamental values, then
translating these into concrete actions. Davis rightly stresses the importance of internal processes
and getting buyin from difference parts of the organisation. This is very important to avoid
delegating privacy to a specialist officer instead of embedding it in the organisation. He also provides
useful questions to asksuch as what rights users havalthough manyf these are answered under

EU law. He also includes some useful tools for internal analysis. But care should be applied, as these
ready made toolkits while appealing to business culture, can easily slide into compliance checklists.
Where his proposals fashort is in failing to engage external stakeholders.

Asking people is important, if time consuming. The BBC carried out a very interesting programme of
research to help guide their approach to personal data in the Internet of Things revolution, that
induded many interviews with people from outside the organisa#@m.he kind of questions here

are different from the surveys we mentioned in the previous section. People need the space to
discuss the issues in more detail.

But the Ethics of personal inforian did not start with Big Data. There is a wealth of expertise in
the area of academic, social and health research, where ethical boards normally have to approve the
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use of personal data in any research project. There are well established ethical ngsidfeli
approaching the use of personal data in the design of research profdsals

As research processes become more complex, so do the requirements for ethics compliance. The

UK Data Archive, which houses the largest collection of research data fronsakil sciences and
humanities, require adherence to a set of ethical principles in order to use the s®@#itbese

include Oa duty to treat participants as intelligent beings, able to make their own decisions on how tr
information they provide can lselushared and made public (through informed camsealy@Oa duty

to wider society to make available resources produced by researchers with public funds (data shar
required by research funders)O

A very valuable contribution to the ethics of datames from the UK Nuffield Council on Bioethics,

who have published a report on OThe collection, linking and use of data in biomedical research and
health care: ethical issué80 The report proposes to define a set of morally reasonable
expectations abouhow data will be used in the data initiative, to be done in a participatory manner
and with proper consideration of the public interest. Importantly, they frame the ethical approach
and governance of data under the rule of law and the respect for humhtsrig

6.3.2 Responsible Innovation Frameworks

The use of ethical enquiry and approvals is not without its limitations. Obtaining ethical approval in
research can become a one off hurdle that becomes the exclusive responsibility of an ethics
committee without any external input. The long term impacts sometimes fall out of the scope of
consideration, or the expected impacts are defined narrowly.

These limitations are felt more acutely in areas of innovation with new technologies of high
uncertainty, and thaesponse has been to create a broader model of enquiry called Responsible
(Research and ) Innovation, which is now part of most EU funded science profeBissponsible
research and innovation is described as Omaking science with society and for SdcatgQit
involves broader participation in the discussions and looking at long term effects of new
technologies.

Developments in the use of personal information could benefit from this approach, which until now
has been mainly restricted to other areas,cBuas nanotechnology and synthetic biology, despite
some tentative research on its application to information technologies through the E¥d@wject
which looked much broader than privacy iss&®s.

The EU RRI mode&d® focuses on education, governance, ethécsl open access to results. This
means Odemocratic governance of the purposes of research and innovation, steering these towards
the Oright impactsO that are anchored in societal valu@s®importantly, the model tries to deal

with the unpredictabilityof outcomes, something that is very relevant in the context of innovative
uses of data that may have beenidentified. Anticipation, reflection and deliberation should inform
action with a broader collective responsibility through engagement. The folipparagraph gives an

idea of what a RRI exercise would look like?

OTo give an example, imagine a collaborative research project on a mobile biometric security de
for online banking applications. Actors with responsibility for privacy in stiatighpioghode

the policynakers who approved a call, funders who administer the budget, researchers who adher
to professional standards or end user organisations which represent user interests. These subject
responsibility could discharge theiongbgities by including technology foresight, implementing
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valuesensitive design or privacy by design, or using methodologies from constructive TA (Nof
technology assessment). Their shared normative commitment could refer to specific leg
requiremest such as the European data protection framework, but also to a broader goal of
improving the greater good of society or minimising the potentially negative impact of end use
perception on the acceptance of the techiefgy.

Like in any other approachhere are opportunities for abuse, and the idea of making data subjects
co-responsible would smack of opportunism unless there are very clear benefits for them even if
channelled through society a large. Ultimately, those handling the data have a higloaisiteiity. In
addition, Rl may create unrealistic expectations and incur unacceptable overheads for small
organisations. Yet, overall it is a positive development.

6.4 Technical Strategies

In terms of realizing fundamental rights to sidtermination ¢ personal data and the right of free
expression, a number of open standards and corresponding code has been created that allow both
control over data and encryption. These standards were earlier overviewed in D4.1 in 2014, but
they were not given a detaitl privacy and security analysis. After reviewing the basic concepts and
available technology, current cryptographic measures to preserve privacy and private communication
will be explained, as well as their limits. Next, we'll overview identity framewbdsed on open
standards as currently implemented by current large providers such as Facebook, Google, and
Twitter - but also easily implemented by opsaurce frameworks. This framework is currently
based primarily on the use of OAuth (Web Authorizatiorgn IETF standa®ét. We'll look at
common criticisms of OAuth and alternatives such as User Managed Agcess well as
WebID+TLS (Story et al., 2014)both of which fail to implement elementary security and privacy
considerations. Then we'll revisit data npability and the ActivityStreams based standards of the
W3C Social Web Working Group allow a measure of dgtartability. Lastly, we'll provide a number

of basic recommendations and security guidelines to improve the use of these standarGENT

aswell as future directions in deogralization using blockchains.

6.4.1 Identity and Anonymit

Identity

Identity frameworks ultimately have the goal of verifying that some digital information about an entity

- be it an individual human or some collectivitych as a formal orgasaition - holds about the entity

itself. Traditionally, this is considered to be some of spanning of the gap between the digital and the
analogue world, where the digital information stored in multiple and often fragmented datalzases

be "attached" to the individual Oin of themselves.O However, thi&amtian division between the
digital data and the real Oflesh and blood® human may no longer hold true in a world where digital
information play and important and increasingly seamleole in our daily lives: It becomes
increasingly difficult to thread apart the 'real life' of an individual and their Facebook profile, given the
repercussions of a profile on everything from social life to employment prospects.
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The consumer self is ontogically not distinct from its representation in the electronic market
space. Thus, in general we find that identity frameworks are essentially now part of a larger
movement of the digitization of everyday life. Historically, identity was controllechbystate (for
example, via centrabd identity registries). Today, Internbfsed identity systems are controlled
mostly by a few large Internet companies, each with its own custom applications that are often
incompatible with other companiesand so eaming the moniker Osilo.O As explored previquasy

no single company has domitte over the entire market, an Oidentity esgstem®as to be created

to allow them to exchange data about particular users across their silos and identify users across
silos.

Anonymity

Identity is the opposite of anonymity, where both personatadand possibly unintentional Odigital
tracesCare unlinked from the user. Thus, unlikeeittity systems that attempt toli@k" attributes to

a user across systems, anonymity systeimsfar a property of Ounlinkabilityj@mely that the same

user can use multiple services without their identity (and behavior) being linked. The process of
discovering an identity of a usés as such then danonymizationAnonymizing technologies have
been studied for decades since the fiseminal papers by Chaui#. Anonymity tas classically been
defined as tbe state of not being ideniible within a set of subjectsyhere that set of subjects is
called theanonymity se#6 Note that an anonymity sedf possible subjects has been refined in terms

of informationtheoretic measures that look at anonymity on a muubre finegrained level, such as

the probability that a given identity is attached to a given transagtion

Anonymity isusually defined nats either OyesO or Onlo®in terms of the anonymity sébut also

given the capabilities of a particular attacker that is attempting to identify a particular user or users.
This attacker usually has the ability to make observations of a given syat@articular, anonymity

is usually defined in termsf two kinds of attackers, aactive attackehat is attempting to actively
determine the identity of a user by attacks on some part of the flows of data (usually er tod
decrypt messages), andpassive attackehat monitors metadata and then attempts to use the
collected flows to deanonymize the user. These attackers can observe either the entire system (a
global attacker) or only a local portion of it (a local attacker). For example, a lotigkaattacker

would be an attacker that actively scans wifi for passwords being sent in the clear (over HTTP rather
than HTTPS for example) and then steals those passwords to gain access to a user's account, and so
illicitly retrieve attributes such as hamaddresses or even credit card numbers. In terms of de
anonymizing, the attacks on the Firefox browser to-a®onymize Tor users would count as active
attacks. A passive attacker could simply monitor all thmal messages sent, and the use those to
de-anonymize users by discovering their social graph via the messages sent, even if the content of the
messages were encrypted. Although not known to be used by the NSA, viewing all the entry and exit
node traffic over the Tor network and then using that toasistically deanonymize users would be

an example of a global passive attack&rin general, mass surveillance by a powerful agency such as
the NSA would be global passive attacker, while targeted surveillance would be local active attacker.
One can alsaonsider local passive attackers that can only observe the identity system pahtially.
general building anonymous systems is difficult. First, holistically almost any system tends to "leak"
metadata (timing and other sources of sicleannel attacks) thaan be used to deanonymize users

even if messages are encrypted. Also, once data has been disclosed on the Internet, it tends to
remain in the public domain, and so preventing disclosure is difficult. Lastly, studies have shown that
a very small amoumf data even in "anonymized deatats" where personally identifiable attributes
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have been deleted can lead to the datt being deanonymized. Althogh difficult, one goal of an
identity ecosystemis to maintain best level of anonymity for its users.

Privacy Technologies

Rather than aiming for anonymity, many systems aim for a less difficult goal of Jprieaegving
technologies where the goal is to provide the user the most privacy possible even if anonymity itself
is impossible against realistic adsamies. Traditionally, Data Protection in Europe aims only at
personal data and aims at legal frameworks for enforcing privacy. However, as shown by the
collection of metadata, particularly by global passive attackers, and due tojgrisstictional issug

legal frameworks are insufficient without some technical grounding apersonal data can be used

to identify a user and requests for regss can be legally ignored. As mentioned earlire2009 Ann
Cavoukian, the information and privacy commissioné Ontario Canada, aimed for Opriveuy
design,@here privacyenhancing technologies deploying encryption and anonymizing techniques are
used throughout the entire engineering lifecycle in addition to legal constféreally, the legal
definition of privacy and data protections would be enforced through the engineering process.
Privacy itself is often left undefined, but in general can be thoafgh two different ways: minimizing

the amount of data disclosed to the be only that data necessaryther transaction (and so
maximizing anonymity) or as giving the user the most control possible over their data. The first kind
of privacyenhanced technologies aims to use cryptography to hide message contents and along with
anonymizing techniques to prewanetadata analysis. The second kind is focused more on giving the
user control over their own data, as explored in more detail in thencepts ofpersonal data stores
where essentially each person is given control over their own personal data, whichkiggdd to be
stored independently and shared by the identified user themselves with their full knowledge rather
than created and shared without their knowledge by a data brékeMhese sorts of personal data
stores are thus dependent heavily on policy dam used in conjunction with formalizepolicy
languagessuch as the W3C P3P languatier general purpose languages such as.2dRlowever,

often policy languages can be used without any technical actual enforcement mechanism and so their
claim to be privag-enhanced technologigser se is difficult to maintain in of themselyes they

focus rather on auditing existing systems for violations of whatever legal rules themsyste
supposed to uphold. Yet as part of larger system based on technical enforcesiegtcryptographic
primitives and anonymizing techniques, policy languages could be useful. In suprivacy,
enhancing technologies and usemtric identity management systenimsed on policyare not
necessarily contradioty. The goal of this sectivis to explore the privacy and anonymity properties

of usercentric identity management systerafier reviewing the current landscape of cryptographic
tools.

6.4.2 Cryptographic Tools

Strangely enough,ryptographyis a necessary building block for bottentity and anonymity, as

using cryptographic primitives such as digital signatures one can authenticate an identity and attach it
to a person, while in terms of anonymity and privacy cryptography is necessary to both hide the
identity of an entity andd prevent unwanted thireparty access to the content and metadata of
messages. For a thorough explanation of cryptography, please see D4.3.

Traditionally, the mental model used by people of encryption is that a singleédomgpublicprivate
keypair is ued to generate symmetric keys that then encrypt and decrypt messages, with signing
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being done by a separate key. This is the model used by encrypted email such as Op8nPGP.
However, the disadvantages is that if the key is compromised *all* prior and fataedl to be read.

It can be argued that the use of a single lkbaign key is actually much more beneficial to law
enforcement, since they can request access to the key or compromise the user device to gain access

to the key. This is typically the strate@y actors like the NSAif done illegally, or the strategy of

legalized Okey escrowO pursued by the United StatesO failed OClipper ChipO programme and new FBI
efforts to legally mandate ObackdoorsO into cryptographic efforts, as well as parallel effieridkn

The newly reported MIT report OKeys Under the DoormatO provides an excellent overview of why

such approaches, even if legal, damage seé&txity.

A cuttingedge and usable cryptographic messaging tools that solve many of the problems of PGP is
OTR. Unlike PGP, it featureperfect forward secre@iven that (perfect forward secreo®is a

precise informatiortheoretic term defined by Claude Shannghwe will continue to use the term
Gorward secrecyOForward secrecy defines the property where for aei message, if the private

key material is compromised, messages are not compromised as each message is encrypted with a
new key. From the perspective of privacy this is vastly superior to traditional messages, and the
compromise of a single lortgrm keydoes not allow past messages to be read, as the key is deleted.
This key is generated penessage using a process called-tkagheting. This was first demonstrated

by QDff the Record messaging for chat between two users (synchronous messagirand
broadened into grougbased asynchronous messaging by Silente€ifend TextSecuré?s

One of the few working decentraed anonymizing software solutions, Tor, focuses on the IP level
and is aimed for anonymizing wbbowsing57° Although in theory not resistanto a global passive
attacker, it has proven difficult for even the NSA to tackle. In terms of usable software, mix
networking - which unlike the oniofrouting used by Tor, is resistant to passive global attackers
focusing on metadata analysihas been rostly applied to email via software such as Mixmion,
although the European Commission has recently funded a -ta@e generic miretworking
platform called Panoram#R? In the mearime, Riseup.net offers Othe-Record messaging via Tor
to enable decemtlised, anonymized communications and Palldws anonymous communications
by mixnetworking and decentraiéd hosting, although it is still very early in development. Thus, for
the time being, there is little in usable decentadi privacyenhanced mesging software.

Another hard requirement for BCENT is decentrasation. However, most existing systems that use
cryptography to hide the data of messages are not decestihliln particular, most governments
such as the Finnish governmeuse as the ackbone of their eID schemes centealil PKI registries

that associate some key material to their citizens, and while that key material could be useful in
authenticate citizens using digital signatures, these systems have no technicalpsasanying
characteristics. The European Commissimmded work on using zergnowledge proofs to allow
attribute-based credentials for identity solves many of these problems, allowing users to authenticate
revealing only actual attributes needed (such as "I am ovet fi8 voting rights) without revealing
their identity. However, these techniques are not supported crptsform, and the fast
Montgomery Matrix operations needed to build them into the browser are not supported by the
W3C Web Cryptography API. Thdest existing opersource library for enablinghese attribute

based credentialdDEMX, does not yet have adequate speed (i.e. authentication often takes up to
10 seconds) although smartards with attributebased credentials can reach speeds of less than a
seconds2

In terms of messaging systems likenail, encrypted messaging based on S/IMIME again suffers from

centralsed key management systems, and decesé@le-mail alternatives such as PGP present large

usability problems by oefbading key managemennd identity management to the user. Current
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bestof-breed Offthe-Record chat systems are centsgld, including TextSecur@nd Signal by Open
Whisper Systemss3 The Jabber protocol itself that the original OTROff the RecordO, as described
earlier) protocol is implemented on it is decentrsdd and features entb-end encryption, but
Jabber is not welupported in terms of the underlying codebase and there are very few Jabber
serves in practice. In the future in terms of technically enforceable datseqtion measures, the
European Commission should support increase research ort@fahd encryption both for chat and
e-mail as well as anonymizing technologies such as mix networking. Without these building blocks
properly constructed, technical enforcemieof elD and Data Protection will be impossible.

6.4.3 ldentity Ecosystems

In terms of identity, andentity ecosystdma collection of services that wish to share data about an
entity. In this work, we assume there is a user that is sending somedfiindformation to arelying

party a services that wish to access verified identity claims. The source of the identity claims is called
an identity providea service that stores and can possibly verify identity claims on behalf of a user.
The common examle would be having a user send their username and password combination to
Facebook via Facebook Connect, the identity provider, to-sigrio a third party service such as a
newspaper like the Guardian, the relying party. The Guardian also may require isdonmation

from Facebook, such as the full name of the users and their interests in their Facebook profile, in
order to customize their service. This information required by the relying party from the identity
provider are considereddentity claimsr assertions

Identity frameworks are socitechnical frameworks, with both a legal and technical component. The
legal component may be legislated from government(s), created via industregdHtion, or in

some cases be neexistent as there may be nagable legal framework or any existing framework

is ignored or overridden due to termsf-service agreements with the user. This latter case is the
most common case. There have been attempts to-saifilate in the United States of America (with
elements of a publieprivate partnership due the National Strategy for Trusted Identities in
Cyberspace). The legal framework often includes auditing and certification requirements that must
be fulfilled for one to participate in the identity e@ystem. This may ean that a thirdparty has to
inspect the (usually cryptograpimased) security of the system or determine if the identity -eco
system obeys certain laws, such as compliance with Data Protection (for example, not retaining or
sharing data beyond what is ressary).

For example, Open Identity Trust Framework (OITF) Ois, a set of technical, operational, and legal
requirements and enforcement mechanisms for parties exchanging identity informationO that assess
whether or not identity providers and relying pag can be certified in following the OITF industry

self regulation in the United States in this sp&@eéDITF includes the Open Identity Exchange (the

first trust framework provider certified by the US Government. Booz Allen Hamilton, CA
Technologies, Eqait, Google, PayPal, Verisign, and Verizon), the UK Identity Assurance Programme
(IDAPY¥®s and the Respect Network. This selgulation includes terms of service between identity
parties and relying parties being established. In terms of security andlitglidbvels of assurance

are provided. Policynakers are addressed via a OMemorandum of AgreementO rather than binding
regulations. Auditors may be called into check to see if the agreements are being followedsdEad

are represented via a relativelyeak mechanism known as an ombudsman whose job is to look
Oafter the interests of individual users under their respective jurisdictions.O Of course, the danger is
that the identity provider itself controls the ombudsman, leaving the role to be nothing but
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marketing where "Facebook represents its users." Although Europe does not yet have adalge
privatesector identity framework, such a future framework could strengthen the agreements
between users if unified rights and directives such as the Data @&roteDirective were taken
seriously.

The problem with the Open Identity Trust Framework is that it often disguises a total lack of
privacy. In particular, Respect Network has been publicly shamed for claiming to use an approach
based on Oprivady-desig® but having no real technology to back it up despite being certified by
the Open ldentity Trust Framework. If anything, this is proof that industry-regjfilation without
adequate technical grounding is harmless at best, but dangerous and disingenwouseat Note

that the Respect Network was founded by the same Drummond Reed that attempted earlier to
create his own patented proprietary identity system to replace the Web and falsely claimed to
patent OpushO technolodi#sso it should be no surprise #t similar bad business practices are
being repeated in the identity space. In particular, it was noted that while the Respect Network
claims that OWe believe privacy, control, and portability are requirements, not features,O their critics
at security firmSophos noted that OThe highlighted words look as though they're links to further
information, but they're not® In fact, Sophos noted that the Respect Network was taking
advantage of distrust in Facebook to have users that enter into adi@0Bocialcontract without
explaining who you are, what your intentions are, and what mechanisms you have in pdac@nd

for the future - to protect that privacy.O Of course, a righiased approach that required disclosure
requirements that was technically atebally backed would not let users be fooled by such Oprivacy
snakeoil.O

6.44 Security Analysis of Identity Protocols

Given that we cannot only rely on legal frameworks to defend the security of identity transactions
and user privacy, a technical anayis in order. A number of different protocols have been
proposed for the authorization of the transfer of identity protocols. While many fgburity and
privacyrespecting protocols have been proposed relying on ziemowledge proofs (also called
Oattrbute-based credentialsO), unfortunately these protocols have not achieved widespreagusage.
This is in general due to the inability of the userOs browser or client device to support the required
cryptographic primitives for zertnowledge proofs, as wekls a lack of binding legislation that
required them, such as in the recent European elD directive where a requirement for attribute
based credentials were removed. This is unfortunate as such protocols based okrmamedge
proofs are technically the mogrivacypreserving and secure technologies.

Thus, we will restrict our analysis to the more insecure and less private yet popular authorization
protocols used in the wild, namely OAuth and its variant, OpenlD Connect. For the last several
years a numbeof alternative proposals based on pulkiey cryptography (which is supported by the
browser and most client devices) have also been proposed such as BrowserID (also called Mozilla
Personaép? and WebID. These latter alternatives have all also failed te mauch uptake outside

the developer community, while touting themselves as priyaegerving and secure.

For each system, we will outline the system, provide a detailed-lsyegiep information flow, and

then analyse the system for two threat models. Thst threat model is an active attacker that
actively is attempting to gain as much information about the user, including their credentials and
personal data, as possible by either maliciously impersonating a relying party or an identity provider.
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OAuth.p and OpenID Connect

OAuth 2.0 is the standard protocol for authorizing the transfer of identity claims across identity
provider to relying parties, and is used by most major sites such as Google and PitiEne

history of OAuth is that it was originglldesigned as a way for users to host their attributes on an
identity provider of their own chosing and to provide only a selected number of attributes to be
shared with a relying party, rather than (as was typical in Z0I8b) allow a relying party to ke

control over the usernamgassword authentication credentials of another site (i.e. a user simply
handed their username and password at one site to another!) and then access all of a userOs
attributes at that site. Given that in this scenario there was way to restrict what attributes a
relying party could obtain or to prevent the compromise of a single server acting as a relying party
to compromise many accounts at many other servers, OAuth 1.0 was a great improvement. OAuth
2.0 committed a number dfarge changes to OAuth 1.0 to make it more secure (such as enforcing
TLS usage between the user and the sites as well as between the identity provider and relying party)
while keeping the general information flow.

On a highlevel, OAuth 2.0 is an authoritian protocol that gives the user the ability to consent to
the transfer of attributes via redirecting the user to the identity provider for authorizing the
attribute transfer and then ralirecting them back to the relying party. OAuth 2.0 does not specify
any particular authentication protocol, and so is used typically with-naeres and passwords. The
transfer of attributes is then done between the identity provider and relying party sesider via the
creation of shortlived shared secrets given by ass tokens that confirm to the identity party and
relying party that the user has authorized the attribute transaction.

OpenID Connect is for the most part simply a profile of OAuth 2.0 for exchanging attributes, but
adds a number of string identifierstime response between an identity provider and relying party for
common kinds of attributes such as username and addpé@penID Connect also specifies that
JSON Web Tokens (JWT) can be used in various flows to provide the identity provider and relying
party the ability to sign transactions and even encrypt them (Jones et al., 2014). This provides
another layer of security. The flow of OpenlID Connect and OAuth 2.0 is shown in Fitfire
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ID
provider

Fig. 4. OpenID Connect and OAuth 2.0 Information Flow

A user visits aelying party that needattributes

The relying party mads a request for attributeso the identity provider.

The user is redirected to the identity provider from the relying party.

The user authenticates to the identity provider (typically using a nemepassword

combination) and is granted a bearer token.

5. User is redirected back to relying party and grants authorization token to
relying party.

6. The relying party sends the authorization token to the identity provider amckives an
access token (a bear token with a scope and limited lifespan).

7. While the access token is valid, the identity provider seatigbutesto the relying party.

PwbpR

One critique of OAuth 2.0 is that it does not allow a central point of enforcement for either a userOs
preferencesFor example, a user may want to make sure multiple identity providers all maintain the
same level of privacy protection. This is addressed in the W&mmaged Access (UMA) specification

by adding another party, called the authorization server, to the @A2i0 authorization flow2 In
particular, this authorization server simply sits between the identity provider and relying parties and
makes sure the flows conform to the userOs preferences in what is called a-lBggedO OAuth

flow. This general schenaan also be used to enforce not only user preferences but some kind of
identity regulation, such as legal constraints, and so a model with a OhubO rather than an
authorization provider has been adopted by the UKOs identity service GO¥.UK
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There are a corislerable number of privacy problems with OAuth b@sed flows. First, weOll
consider active attackers. If the relying party is malicious, it could redirect a user in Step 3 to a fake
Oidentity provider siteO that can then phish their credentials for laideatity provider. Although

less likely, the same attack can be repeated by the identity provider itself in Step 5 by redirecting the
user back to a fake Orelying partyO site and then, logging the user out, attempt to gain the credentials
to the relyingparty site. These problems could be solved by better authentication technologies, such
as those based on cliestde key materials or zer&nowledge proofs. A related problem that is
unsolvable via simply better authentication is that if the tokens areedhgecrets rather than signed
tokens, they can be stored and used for replay attacks if either the identity provider or relying party
is compromised (or in the case of OAuth 1.0, if they are sent over HTTP rather than TLS, as
demonstrated by the Fireshedwowser plugin594).

If the identity provider is compromised, they have all control over a userQs attributes and can share
them with any party they wish without explicit user permission. This is particularly dangerous is
relying parties are colluding witmadentity provider and there is no ability for a user to audit what
attributes have been shared. Worse, there is an unsolvable overriding privacy problem with this
information flow is that the identity provider can observe all transactions of a userltoelging
parties that need information from that identity provider, and link these transactions to a particular
user. As detailed by recent reseaféhthis problem is made even worse, not ameliorated, by a
centralised OhubO as given by GOV.UK, and thesefsolatant privacy violations would also apply

to UMA-based systems.

Since all information is sent in TLS, in terms of content OAuth 2.0 based flows are safe from passive
attackers. Local passive attackers are capable -@mb@ymizing based on timinpservations, which
would be difficult. However, any global passive observer that can observe the identity provider can
also likely deanonymize a user by simply observing the redirection flows between relying parties and
one or more identity providers, eveif the actual attributes are encrypted.

In general, it was viewed that one large weakness of OAuth was that authorization was out of the
hands of the user, and that this was partially a-g@ffect of the user not having control over any key
material. Tle very fact that this was assumed complicates the OAuth flow, leading to many
redirections that are also the source of possible attacks. The WeblID proposal attempts to provide a
way for a user to achieve secret key material and then use this key materisthdre attributes

(Story et al., 2014). In general, the main advantage of WebID is that, since the user can provide a
request for attributes signed by their own private key, they do not need to be redirected to the
authorization provider.

The WebID protool is actually WebID+TLS, since it relies on TLS to assign the user a public
private keypair via the generation of a client certificate by the user. WebID+TLS states that a URI to
the identity provider can then be provided by inserting the URI into theb@8t Alternative NameO
field, and that the user is assumed to be able to post the public key associated with their client
certificate to the identity provider. The main issue facing WeblID is that most browsers do not
support using selligned certificate in client renegotiation of a TLS connection without a confusing
userinterface that invokes an error message. Therefore, there has been little to no adoption of
WebID+TLS outside of a handful of users.

A variant of WebID+TLS has been proposédthat attempts to avoid this using the W3C
WebCrypto API to send a signature from the private key material corresponding to the public key
material published on the site. The general flow of WeblID is shown in Fithiselow
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Fig. 15. WebID Information Flow

1. User presents a client certificate that includes the URI of the identity provider to the
relying party.

2. Relying party extracts the URI of identity provider from client certificate and retrieves
public key from identity provider.

3. If public key matches key ulient certificate, authenticate user as the user can be proven
to be in possession of a private key corresponding to the hosted public key.

4. Relying party retrieves identity claims from identity provider.

Unfortunately, WebID+TLS also suffers from a numbéfatal security flaws. While it is superior to
OAuth insofar as it avoids authentication to an identity provider via redirection, it assigns a user
secret key material via TLS client negotiation. First, this violates the separation of the network level
of TCP/IP from the protocol layer of an application, and thus is rightfully considered an error by
browsers. Second, a critical security vulnerability has been discovered in TLS renegdidtien
infamous Triple Handshake Attadkand so TLS client remmtiation is being deprecated in TLS
1.3597 So WebID+TLS will not work in future versions of TLS and future browsers.

Simply moving out of TLS, as suggested by WebID+RSA, does not solve the problem. First, simply
matching the public key pairs as given {apS3 (or a variant that used only publizivate key
materials sent on the applicatidavel) is not enough, as an active attacker could do a credential
forwarding attack by impersonating (Oman in the middleO) or otherwise successfully compromising
the relying party. This malicious relying party would simply forward a request for the public key to
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the user and then forward the response of the user with the key to the identity provider. The way
to ameliorate this attack is to sign not only the userOs ityebRI but also a serverOs identity with a
nonce.

One possible privacy advantage of using «sentric key material would be that an identity provider
could encrypt the userOs attributes in transit, or even encrypt the values for given attributes on the
identity provider. This would be a large gain for privacy, as then the identity provider would not have
full access to all user attributes like they do in OAuth 2.0 However, a larger architectural problem
with WeblID is that it suffers from a basic misundensding of cryptography of identifying a user with

a single key, with the assumption that this key is used for both signing (as would be needed in
WebID+RSA or any flow that used signatures to authenticate the userOs permission for any attribute
request) ad encryption (as would be needed to defend the content of a userOs attributes). Using the
same key for encryption and signing opens one uplieichenbacher vulnerabilitiiat still occurs in

the wild for RSA8

In terms of passive attackers, WebID+TLSefaworse than OAuth 2.0 as the first client certificate

is sent in the clear in Step 1 (before the TLS connection is established) and so the user data for the
identity provider would be leaked to any passive observer monitoring the connection between the
user and relying party, including only local attackers. In OAuth 2.0, this is addressed by using TLS
over all connections so no information is leaked in the clear. This is addressed by WebID+RSA or
other improved variants that do not use TLS clientmegdiation by keeping any authentication out

of the network level. If authentication to the network level is needed, then it could be done using a
ChannellD identifier in TLS. In detail, a WebID private key could be used to sign thde\dlS
ChannellD that aly identifies the current TLS connection, binding the userOs authentication to a
distinct TLS connection. A global passive attacker that was watching the information flow between a
user and a relying party and the user and an identity provider wouldlssable to deanonymize a

user in the same manner as they could with OAuth 2.0.

6.45 Decentralagion and Blockchains

One possible technical alternative that has been provided is to try to make the contracts between
the authorization provider and identit providers into a form of OmachirenforceableGsmart
contracts. However, it is difficult completely to make any contract actually enforceable completely by
technical meansxcept perhaps automated transfer of funds, as given by BitEoinexample, if a
contract is broken, although the blockchain may have proof of the contract being signed, it would
not have the ability (i.e. compulsion via the threat of state violence) to force the defecting party to
the contract to comply. Yet even if blockchain techogies were not used, smart contracts could
help enforce the dependence on policy and terms of service given in G#ulté identity ece
systems by providing some kind of audit log. For example, smart contracts could be recorded for
each of the component®f an identity ecesystem and an audit log could automatically check
compliance for each transaction.

Regardless, there has been much excitementegaed by the use of blockchain technology as a
foundational technology in new kind of identity esgstem vhose architecture would differ radically
from OAuth and WebID systemskor example, one could imagine that transactions of identity
attributes happen in a pedo-peer manner similar to Bitcoin, without the entire server
infrastructure of relying partiesna identity providers. However, such a system could easily happen
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without a blockchain infrastructure, which would be mostly useful for logging the transactions of
identity attributes in some privaelyiendly fashion, such as by hashing th&antland andther
researchers have begun to explore these kinds of technigi§es.

Yet advocates of the blockchain forget that blockchain technologies are inherently public audit logs
of transactions, and thus fail to have privacy and anonymityibuiftaving at bestrdy a weak form

of pseudonymity. So, if a blockchain was used for the transfer of identity attributes, one would risk
the fact that each of your relying parties would be revealed (simildraw the identity provider is a
weak link inWebID and OAuth 2.0,but with blockchains every user would know the pattern of
relying party acce$sSo if a user was visiting anything from a shopping site to a politically sensitive
site, all of these transactions for identity attrilestcould be revealed.

This does not mea that blockchain technology is inappropriate for identity attributes. Auditing logs
based on Merkle trees could be exceedingly important in the future to guarantee that certain
transactions took plagea role that is provided by OhubsO and UMA providers unsatisfactory
manner. So aiser, as well as a regulatory authority such as a Data Protection Authority, could then
use this audit log to verify and track their identity attribute transactions. However, rather than push
for the extreme distributed velign of decentralization where every user has their own audit log on
their own deviceand shares a single blockchain, which would suffer from the aforementioned privacy
concerns,instead a user could opt for a number of small number of private sesids audit logs
based on blockchain technology (i.e. Merkle trees in particular) with a variety of network
perspectives and then use these to determine if their identity attribute transfer has been logged
correctly in a privacypreserving manner. A similar ap@ch to this has already been proposed for
public key Igging in the CONIK®? and a similar proposal could be an important missing technical
piece of the identity ecagystem, as it would allow both useentric auditing of identity transactions
and a trailof proof for regulatory powerswho were trying to enforce conformance to whatever
certifications ruled an identity eesystem or binding regulations such as the revised Data Protection
Directive.

6.4.5 Conclusions and Next Steps

In terms of identity frameorks, there are several large issues. First, none of the existing identity
frameworks provide anonymity from a global passive attacked so all of the frameworks can lead
to information being leaked via traffic analy$ihile it seems this could be #oretically addressed
by mix networkingbased approaches, praalanix networking libraries are stilinder development
However, virtually no system without a solid base in m&tworking can prevent some form of
global passive adversary from linkingibtites to identities, yet as global passive adversaries such as
NSA bulk data collection monitoring should be countered, they are still nonetheless hard to
practically defend against. What is more worrisome is that the primary mode of authorization,
OAuth and variants like OpenID Connecfail to address authenticatioand do not provide any
usercentric security or privacy measures. In summary, if an identity provider acts maliciously to
compromise user privacy and security, there is little a user carTdomake matters worse, OhubsO
as put forward by GOV.UK and the UMA specification only make matters worse, as these hubs
defeat reasonable attempts at security and privacy by monitoring all user transactions regardless of
the identity provider and can ofte at least in terms of implementation, also monitor the content. In
effect, all of these systems act as Otrusted third partiesO despite the fact that it is often in their
commercial best interest to monitor users behaviourside of Europe only legal reigtions on the
identity providers in terms of enforcement of Data Protamt regulations may be necessary but are
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far from sufficient, as authorization providers or other OhubsO have no technical oversight and human
oversight in the form of certificatioror inspection is difficult given the vast number of identity
transactions, although they could be focused on large national or corporate identity providers. In
order to prevent any legal rules from being trivially undermined by malicious identity prayider
establishing an auditail of identity transactions via blockchain systems such as CONIK may at least
provide a way for auditors to determine if regulations have been followed.

Technically, the solution is to provide end-end encryption between a us®@s attribute on an
identity provider and relying parties, where the ugenot the identity providerb controls the key
material needed to unlock the relying parties. However, currently no technical process exists to do
this. WebID+TLS relies on a cryptagphically flawed authentication mechanism with known attacks,
although the future W3Cwork on Web Authentication based othe current work of the FIDO
Alliance should allow key material to be used authenticate with albigH of securitylUsing these
kinds of techniques or alternative zekmowledge proof techniqué® such as Secure Remote
Password?2 the user may maintain control over some secret key material that can encrypt their
data in transit and sign transactions from their client device withoungia thirdparty identity
provider complete control over their data. All tokens should be signed and access to key material
can be considered as a capabf®/Stil, even with these two security considerations in plattere

is no way that current iderity frameworks do not stop the movement of attributes between identity
providers and relying parties without legal restrictions order to defend user privacy, basic
procedures as outlined bBrand<o et al. can be put into place to allow both identity gsiders,
relying parties, and (if necessary) hubs to not be able to trivially link a userOs identity to their
attribute flow to relying parties and so allow a degree of anonymization in identity sy¢g&hs). If
these technical recommendations are folledvby future developers of identity eezxystems and has

a mutually beneficial relationship with a legal framework that upholds rightk as that of data
protection, rather than be a honepot for surveillance, an identity eexystem that is truly user
centric and based on the fundamental right of autonomy of data can be established by Europe.
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